New approximations and collocation schemes in the finite cloud method
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Abstract

The finite cloud method (FCM) [Int. J. Numer. Methods in Eng. 50(10) (2001) 2373] is a meshless technique combining a fixed kernel approximation of the unknown function(s) with a point collocation discretization of the governing PDEs. The meshless approximation and the collocation discretization are the two major steps in FCM. Since the quality of the numerical solution depends on the quality of the meshless approximation functions or shape functions and the discretization scheme employed, in this paper, we propose several improvements to the construction of meshless shape functions and compare several collocation schemes within the framework of the FCM. The improvements to the shape functions are combined with various collocation schemes to solve several 2-D Poisson and elastostatic examples. The convergence characteristics of the collocation schemes are studied. The accuracy of the collocation schemes with a scattered point distribution is also investigated.
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1. Introduction

Meshless methods have emerged as a class of effective numerical methods which are capable of avoiding the difficulties encountered in conventional computational mesh based methods, such as, meshing complex geometries, mesh distortion due to large deformation and remeshing in moving boundary problems. Extensive research has been conducted in the area of meshless methods in recent years (see [2–4] for an overview). Broadly defined, meshless methods contain two key steps: construction of meshless approximation functions or shape functions and their derivatives and meshless discretization of the governing partial differential equations (PDEs). Least-squares, kernel-based and radial basis function approaches are three techniques that have gained considerable attention for construction of meshless shape functions. The meshless discretization of the partial-differential equations can be categorized into three classes: cell integration, local point integration, and point collocation. A more detailed review of these techniques is presented in [5].
The finite cloud method (FCM) [1] is a meshless method combining a fixed kernel approximation of the unknown function(s) with a point collocation discretization of the governing PDEs. Least-squares and kernel-based approaches have been used extensively for the construction of meshless shape functions (see [6] for a detailed discussion on the similarity between least-squares and kernel approximations). However, several limitations exist in the standard kernel and least-squares approaches:

1. The shape functions do not have the Kronecker delta property. In a global weak form discretization approach, this can impose difficulty and require more computational effort in enforcing the essential boundary conditions [14]. Moreover, it has been shown that [13], for approximations with a polynomial basis and second-order consistency conditions, the Kronecker delta property is a necessary and sufficient condition for satisfying the first positivity condition in a meshless point collocation approach. Various techniques [15–18] have been proposed in the literature to overcome this difficulty. However, the implementation of these techniques can be involved.

2. The construction of the meshless shape functions treats the boundary and the interior nodes the same way and, typically, the boundary conditions and the governing equations are not satisfied simultaneously at the boundary; satisfying the boundary conditions and the governing equations simultaneously at the boundary can provide a more accurate solution to a given problem.

3. For structures with a high aspect ratio, it is desirable to reduce the number of points along the dimension with a larger length. Unfortunately, analogous to the “locking” phenomena in the finite element method, the meshless approximations for point distributions with high aspect ratios are typically of poor accuracy.

In this paper, we propose several approximation schemes to address the difficulties mentioned above—first, we propose a modification to the fixed kernel approximation to obtain the Kronecker delta property of the shape function; Second, we propose two approaches to satisfy the boundary conditions and the governing equations simultaneously at the boundary; and Third, for high aspect ratio elasticity problems, we propose an approach where the fixed kernel approximation reproduces the finite element stencil with reduced-order integration.

The key idea in a point collocation approach is to satisfy the governing partial differential equation(s) at each of the points covering the domain of interest. Point collocation is probably the simplest and the easiest approach to discretize the governing partial differential equations. The point collocation technique also has the advantage that it enforces the boundary conditions (Dirichlet, Neumann and mixed type) exactly. [1,7–10] have reported satisfactory results on solving various kinds of problems in mechanics using a collocation technique. Although a collocation technique gives satisfactory results for a large class of problems, when the point distribution is highly scattered and the solution is not smooth, the numerical results can be sensitive to the point distribution and the cloud size (or the support size). Oñate et al. [7,8,11] have observed some stability issues when applying the point collocation method to fluid flow problem. Benito et al. [12] also reported that the solution of the generalized finite difference method depends on the number of nodes in the cloud, the relative coordinates of the nodes with respect to the star node, and on the weighting function employed. It has been shown that the quality of a cloud can be controlled by satisfying the positivity conditions [13]. However, for a given set of scattered points in 2-D, the positivity conditions can often be violated, and one needs to modify the point distribution in the cloud to satisfy the positivity conditions. The stability of the meshless collocation methods can also be improved by employing more sophisticated collocation schemes instead of the simple point collocation technique. In this paper, we explore several collocation schemes and compare the performance of the various collocation schemes by using examples from 2-D elasticity and potential theory.

The rest of the paper is organized as follows: Section 2 presents a brief description of the fixed kernel approximation and several proposed improvements, Section 3 describes four kinds of collocation schemes, Section 4 compares the performance of the various collocation schemes by using 2-D potential and elastostatic problems as examples and finally, conclusions are given in Section 5.

2. Improvements to the fixed kernel approximation

2.1. Classical fixed kernel approximation

In the following, we outline the steps used for the construction of fixed kernel shape functions (see [1,6] for more details). The domain \( \Omega \) is first represented by a set of \( NP \) points (or nodes), as shown in Fig. 1 for 2-dimensions. Then, for each node an approximation function is generated by constructing a cloud about that node (also referred to as a star node). A support/cloud is constructed by centering a kernel (i.e., the weighting function) about the star point. The kernel is non-zero at the star point and at few other nodes that are in the vicinity of the star point. The shape of the cloud, which defines the region at which the kernel is non-zero, can be
where the vector of basis functions and \( c \) are circular and rectangular clouds.

A quadratic basis is given by
\[
C(x, y) = \{p_1, p_2, \ldots, p_m\} \text{ is the } 1 \times m \text{ vector of basis functions and } c(x, y) = \{c_1, c_2, \ldots, c_m\} \text{ is the } 1 \times m \text{ vector of correction function coefficients.}
\]

A quadratic basis is given by
\[
p(x, y) = \{1, x, y, x^2, y^2, xy\}, \quad m = 6
\]

The unknown correction function coefficients can be determined by satisfying the reproducing or the consistency conditions, which are given by,
\[
\int_{\Omega} p(x, y) \phi(x, y) s(s) ds \, dt = p_i(x, y), \quad i = 1, 2, \ldots, m
\]

A discrete approximation of the above consistency conditions is written as
\[
\sum_{i=1}^{NP} p_i(x, y) \phi(x, y) s(s) ds \, dt = p_i(x, y), \quad i = 1, 2, \ldots, m
\]

where \( NP \) is the total number of points covering the domain \( \Omega \) and \( V_I \) is the nodal volume associated with node \( I \). The consistency conditions summarized in Eq. (5) can be written in a matrix form as
\[
M(c, x, y) = p(x, y)
\]

where \( M \) is the \( m \times m \) moment matrix. The entries in the moment matrix are given by
\[
M_{ij} = \sum_{I=1}^{NP} p_i(x, y, x_I, y_I) \times (x, y, x_I, y_I) (x, y, x_I, y_I) \Delta V_I
\]

Note that for a given star point \( (x_K, y_K) \), \( M \) is a constant matrix, i.e., it is not a function of \( x \) and \( y \). From Eq. (6), the unknown correction function coefficients are computed as
\[
c(x, y) = M^{-1} p(x, y)
\]

Substituting the correction function coefficients into Eq. (1), we obtain
\[
\phi(x, y) = \sum_{I=1}^{NP} N_I(x, y) \hat{u}_I
\]

where \( \hat{u}_I \) is the unknown nodal parameter for node \( I \), and \( N_I(x, y) \) is the fixed kernel shape function (or approximation function) given by
\[
N_I(x, y) = \int_{\Omega} p(x) M^{-T} p(x) \phi(x, y) s(s) ds \, dt \times (x, y, x_I, y_I) \Delta V_I
\]

Since the moment matrix (Eq. (7)) is constant, the derivatives of the shape function can be computed simply by differentiating the polynomial basis vector in Eq. (11). For example, the first and second \( x \)-derivatives are computed as:
\[
N_{x, 1}(x, y) = [0 \quad 1 \quad 0 \quad 2x \quad y \quad 0] M^{-T} \times (x, y, x_I, y_I) \Delta V_I
\]

\[
N_{x, 2}(x, y) = [0 \quad 0 \quad 2 \quad 0 \quad 0] M^{-T} \times (x, y, x_I, y_I) \Delta V_I
\]

Note that one can choose \( (x_K, y_K) \) arbitrarily and consequently the shape function and its derivatives given in
Eq. (11)–(13) can be multivalued. A unique set of shape functions can be constructed by fixing \((x_K, y_K)\) at the point \((x, y)\), i.e., when computing \(N_i(x, y)\), \(I = 1, 2, \ldots, NP\) and its derivatives, the center of the kernel function is fixed at \((x, y)\) (see [1] for more details).

### 2.2. Kronecker delta property of the shape function

One drawback with both least-squares and kernel approximations is that the shape function does not satisfy the Kronecker delta property. As discussed in Section 1, this can impose difficulties in both collocation and weak form based meshless methods [13,14]. Various techniques [15–18] have been proposed in the literature to overcome this difficulty. These techniques have relied on a background grid structure [15,16], special form of the weighting function [17] or a significant change in the construction of the approximation [18]. In this section, we propose a simple modification to the fixed kernel approximation to enforce the Kronecker delta property. For a given cloud and its star point \((x_K, y_K)\), we rewrite the fixed kernel approximation to the unknown \(u(x, y)\) (Eq. (11)) as

\[
u^a(x, y) = \sum_{I=1}^{NP} N_i(x, y) u(x_i, y_j)
\]

It follows immediately from Eq. (14) that the zeroth-order consistency condition is satisfied. In the fixed kernel approximation, the uniqueness of the approximation function can be ensured by fixing the star point \((x_K, y_K)\) at the point \((x, y)\) (see [1] for more details). Denoting \(x_K - x_I\) and \(y_K - y_J\) as \(\Delta x_I\) and \(\Delta y_J\), respectively, the first- and second-order consistency conditions can be written in a matrix form as

\[
\begin{align*}
\begin{bmatrix}
\sum \phi_i \Delta x_I^2 & \sum \phi_i \Delta x_I \Delta y_I & \sum \phi_i \Delta x_I \Delta y_I^2 & \sum \phi_i \Delta x_I \Delta y_I^3 & \sum \phi_i \Delta x_I \Delta y_I^4 \\
\sum \phi_i \Delta y_I & \sum \phi_i \Delta x_I \Delta y_I & \sum \phi_i \Delta x_I \Delta y_I^2 & \sum \phi_i \Delta x_I \Delta y_I^3 & \sum \phi_i \Delta x_I \Delta y_I^4 \\
\sum \phi_i \Delta y_I & \sum \phi_i \Delta x_I \Delta y_I & \sum \phi_i \Delta x_I \Delta y_I^2 & \sum \phi_i \Delta x_I \Delta y_I^3 & \sum \phi_i \Delta x_I \Delta y_I^4 \\
\sum \phi_i \Delta y_I^2 & \sum \phi_i \Delta x_I \Delta y_I & \sum \phi_i \Delta x_I \Delta y_I^2 & \sum \phi_i \Delta x_I \Delta y_I^3 & \sum \phi_i \Delta x_I \Delta y_I^4 \\
\sum \phi_i \Delta y_I^2 & \sum \phi_i \Delta x_I \Delta y_I & \sum \phi_i \Delta x_I \Delta y_I^2 & \sum \phi_i \Delta x_I \Delta y_I^3 & \sum \phi_i \Delta x_I \Delta y_I^4
\end{bmatrix}
\begin{bmatrix}
c_1 \\
c_2 \\
c_3 \\
c_4 \\
c_5
\end{bmatrix} =
\begin{bmatrix}
(x - x_K) \\
(x - x_K)^2 \\
(x - x_K)(y - y_K) \\
(y - y_K)^2
\end{bmatrix}
\begin{bmatrix}
x = x_K, y = y_K
\end{bmatrix}
\end{align*}
\]

Assuming the weighting function is \(\phi \in C^0\) and the point distributions are regular [13], the moment matrix in Eq. (18) is non-singular. Therefore, from Eq. (18),

\[
c_1 = c_2 = c_3 = c_4 = c_5 = 0
\]

Eq. (14) can be written in a discrete form as

\[
u^a(x, y) - u(x_K, y_K) = \sum_{I=1}^{NP} \phi(x, y, x_K - x_I, y_K - y_J) \phi(x_K - x_I, y_K - y_J) u(x_I, y_J)
\]

Since the approximation is constructed by fixing \((x_K, y_K)\) at the point \((x, y)\), Eq. (20) can be rewritten in short form as

\[
u^a(x, y)\big|_{x=x_K, y=y_K} = \sum_{I=1}^{NP} N_I(x_K, y_K) u(x_I, y_J)
\]

and the consistency conditions up to the second order are imposed, the fixed kernel approximation satisfies the Kronecker delta property, i.e.,
where
\[
N_j(x_k,y_k) = \begin{cases} 
\mathcal{G}(x_k,y_k,x_k-x_l,y_k-y_l) & I \neq K \\
1 - \sum_{l=1,l \neq K}^{NP} \mathcal{G}(x_k,y_k,x_l-x_l,y_l-y_l) & I = K 
\end{cases} 
\] (22)
Substituting Eq. (19) into Eq. (15), it follows that \( \mathcal{G}(x_k,y_k,x_k-x_l,y_k-y_l) = 0 \). Therefore
\[
N_j(x_k,y_k) = \begin{cases} 
0 & I \neq K \\
1 & I = K 
\end{cases} 
\] (23)

2.3. Approximations at the boundary nodes

Typically, in the point collocation technique, either the governing equation or the boundary condition is enforced for a boundary point. It is difficult to satisfy both the governing equation and the boundary condition at the same point since the number of unknowns at a point must equal the number of equations. In this section, we propose two approaches to satisfy both the boundary condition and the governing equation at the boundary points.

2.3.1. Enforcing the boundary conditions in the construction of the shape functions

We refer to the first approach as the embedding boundary condition technique. The key idea in this technique is to enforce the boundary condition into the approximation of the boundary point and then to satisfy the governing equation in the collocation discretization. The approach is described using the classical fixed kernel approximation. The extension of the approach to the least-squares and other approximations is straightforward. Assuming the unknown \( u \) at a boundary point \((x,y)\) is approximated by a general polynomial
\[
u^e(x,y) = c_0 + c_1x + c_2y + c_3x^2 + \cdots \]
(24)
or
\[
u^e(x,y) = p^T \mathbf{c} \quad \mathbf{c} \in \{c_0,c_1,\ldots,c_{m-1}\} \]
(25)
where \( p^T = [1 \ x \ y \ x^2 \ldots] \) is the polynomial basis and \( \mathbf{c} \) is the unknown coefficient vector. Assume that there are \( q \) boundary conditions specified on the boundary point \((x,y)\), which are given by
\[
\mathcal{B}_i(\nu^e(x,y)) = f_i(x,y) \quad i = 1, 2, \ldots, q \quad \text{and} \quad q \leq m 
\] (26)
Substituting Eq. (24) into Eqs. (26), Eq. (26) can be rewritten in a matrix form
\[
\mathbf{B}_q \times n \mathbf{c}_n = \mathbf{f}_q \times 1 
\] (27)
Eq. (27) is typically a rectangular linear system which can be further written as
\[
\begin{bmatrix} \mathbf{B}_1 \times q \times \mathbf{B}_2 \times q \times (m-q) \end{bmatrix} \begin{bmatrix} \mathbf{c}_{q-1} \\ \mathbf{c}_q \\ \vdots \\ \mathbf{c}_{m-1} \end{bmatrix} = \mathbf{f}_q \times 1 
\] (28)
For illustration purpose, we assume \( \mathbf{B}_1 \) in Eq. (28) is non-singular. In practice, one may need to perform pivoting on Eq. (28) to ensure that \( \mathbf{B}_1 \) is non-singular. Defining \( \mathbf{\tilde{c}}^q = \{c_0, c_1, \ldots, c_{q-1}\} \) and \( \mathbf{\tilde{r}}^q = \{c_q, c_{q+1}, \ldots, c_{m-1}\} \), Eq. (28) can be rewritten as
\[
\mathbf{\tilde{B}}_1 \times q \times \mathbf{\tilde{c}}_q \times 1 + \mathbf{\tilde{B}}_2 \times q \times (m-q) \mathbf{\tilde{c}}_q \times 1 = \mathbf{f}_q \times 1 
\] (29)
Therefore,
\[
\mathbf{\tilde{c}}_q \times 1 = -\mathbf{\tilde{B}}_1^{-1} \mathbf{\tilde{B}}_2 \times q \times (m-q) \mathbf{\tilde{c}}_q \times 1 + \mathbf{\tilde{B}}_1^{-1} \mathbf{\tilde{f}}_q \times 1 
\]
(30)
where \( \mathbf{\tilde{R}} = -\mathbf{\tilde{B}}_1^{-1} \mathbf{\tilde{B}}_2 \) and \( \mathbf{\tilde{f}} = \mathbf{\tilde{B}}_1^{-1} \mathbf{\tilde{f}} \). By using the definition of \( \mathbf{\tilde{c}} \) and \( \mathbf{\tilde{r}} \), Eq. (25) can be rewritten as
\[
u^e(x,y) = p^T \mathbf{c} + p^T \mathbf{r} \]
(31)
where \( p_1 \) and \( p_2 \) are the basis functions corresponding to the coefficients \( \mathbf{\tilde{c}} \) and \( \mathbf{\tilde{r}} \). Substituting Eq. (30) into Eq. (31), the approximation of the unknown \( u \) can be rewritten as
\[
u^e(x,y) = p_0(x,y) + p^T(x,y) \mathbf{\tilde{c}} \]
(32)
where \( p_0(x,y) = p^T \mathbf{f} \), \( p^T(x,y) = p^T \mathbf{R} + p^T \mathbf{c} \) and \( \mathbf{\tilde{c}} \) is the remaining unknown coefficients to be determined. The boundary conditions (Eq. (26)) are hence embedded into the new approximation of the unknown (Eq. (32)). Taking \( p^T(x,y) \) as the basis functions, the remaining independent unknown coefficients \( \mathbf{\tilde{c}} \) can then be determined by using the fixed kernel approximation. The approximation is written as
\[
u^e(x,y) - p_0(x,y) = \int_\Omega p^T(s,t) \phi(x_K - x, y_K - t) \times [\mu(s,t) - p_0(s,t)] ds dt \]
(33)
The consistency conditions for \( p(x,y) \) gives
\[
p(x,y) = \int_\Omega p^T(s,t)(x,y) \phi(x_K - x, y_K - t) \mathbf{\tilde{p}}(s,t) ds dt 
\]
(34)
In a matrix form, the consistency conditions can be written as
\[
\mathbf{M} \mathbf{c}(x,y) = \mathbf{p}(x,y) 
\] (35)
where

\[ \mathbf{M}_{ij} = \sum_{l=1}^{NP} \overline{p}_j(x_i, y_i) \phi(x_k - x_j, y_k - y_i) \mathbf{p}_l(x_i, y_i) \Delta V_j \]  

(36)

Thus, \( \mathbf{c} \) can be computed by

\[ \mathbf{c}(x, y) = \mathbf{M}^{-1} \mathbf{p}(x, y) \]  

(37)

Substituting Eq. (37) into Eq. (33), the discrete form of the approximation of the unknown \( u \) and its derivatives can be written as

\[ u^e(x, y) = p_0(x, y) + \sum_{l=1}^{NP} \mathcal{N}_l(x, y) \hat{u}_l \]

\[ - \sum_{l=1}^{NP} \mathcal{N}_l(x, y) p_0(x, y) \]  

(38)

\[ \frac{\partial u^e(x, y)}{\partial x} = \frac{\partial p_0(x, y)}{\partial x} + \sum_{l=1}^{NP} \frac{\partial \mathcal{N}_l(x, y)}{\partial x} \hat{u}_l \]

\[ - \sum_{l=1}^{NP} \frac{\partial \mathcal{N}_l(x, y)}{\partial x} p_0(x, y) \]  

(39)

\[ \frac{\partial^2 u^e(x, y)}{\partial x^2} = \frac{\partial^2 p_0(x, y)}{\partial x^2} + \sum_{l=1}^{NP} \frac{\partial^2 \mathcal{N}_l(x, y)}{\partial x^2} \hat{u}_l \]

\[ - \sum_{l=1}^{NP} \frac{\partial^2 \mathcal{N}_l(x, y)}{\partial x^2} p_0(x, y) \]  

(40)

where

\[ \mathcal{N}_l(x, y) = \mathbf{p}^T(x, y) \mathbf{M}^{-1} \mathbf{p}(x_i, y_i) \phi(x_k - x_i, y_k - y_j) \Delta V_j \]

(41)

2.3.2. Hermite-type fixed kernel approximation for the boundary nodes

Another approach to satisfy both the governing equation and the boundary condition is to include more independent variables for the boundary nodes. Hermite-type interpolation and approximation schemes \[9,19,20]\] treat the normal derivative of the unknown as an independent variable. In this section, we introduce a Hermite-type fixed kernel approximation for the boundary nodes, i.e.,

\[ u^e = \int_\Omega \mathbf{p}^T(s, t) \mathbf{c}(x, y) \phi(x_k - s, y_k - t) u(s, t) ds \, dt \]

\[ + \alpha \int_\Gamma \frac{\partial \mathbf{p}^T(s, t)}{\partial n} \mathbf{c}(x, y) \phi(x_k - s, y_k - t) q(s, t) ds \, dt \]  

(42)

where \( \Gamma \) is the boundary of the domain, \( n \) is the boundary outward normal, \( \alpha \) is a constant accounting for dimensionality analysis (typically \( \alpha = 1 \) is used for convenience), \( \mathbf{p} \) is the base interpolating polynomial, \( \mathbf{c} \) is the unknown correction function coefficient vector and \( q(x, y) \) is the normal derivative of the unknown \( u(x, y) \).

The correction function coefficients can be determined by applying the consistency conditions. A discrete approximation of the consistency conditions is written as

\[ p_i(x, y) = \sum_{l=1}^{NP} \mathbf{p}^T(x_i, y_i) \mathbf{c}(x, y) \phi(x_k - x_i, y_k - y_j) \]

\[ \times p_i(x, y) \Delta V_i + \sum_{l=1}^{NB} \frac{\partial \mathbf{p}^T}{\partial n}(x_i, y_i) \]

\[ \times \mathbf{c}(x, y) \phi(x_k - x_i, y_k - y_j) \]

\[ \times \frac{\partial p_i}{\partial n}(x_i, y_i) \Delta V_i \quad i = 1, 2, \ldots, m \]  

(43)

where \( \text{NB} \) is the number of boundary points. Eq. (43) can rewritten in a matrix form as

\[ \mathbf{M} \mathbf{c}(x, y) = \mathbf{p}(x, y) \]  

(44)

where the entries of the moment matrix \( \mathbf{M} \) are given by

\[ \mathbf{M}_{ij} = \sum_{l=1}^{NP} p_i(x_i, y_i) \phi(x_k - x_i, y_k - y_j) \Delta V_i \]

\[ + \sum_{l=1}^{NB} \frac{\partial p_i}{\partial n}(x_i, y_i) \phi(x_k - x_i, y_k - y_j) \frac{\partial p_i}{\partial n}(x_i, y_i) \Delta V_i \]  

(45)

The unknown correction function coefficients are computed by

\[ \mathbf{c}(x, y) = \mathbf{M}^{-1} \mathbf{p}(x, y) \]  

(47)

Substituting Eq. (47) into Eq. (42), the Hermite-type fixed kernel approximation can be written in the discrete form as

\[ u^e = \mathbf{p}^T(x, y) \mathbf{M}^{-1} \sum_{l=1}^{NP} \mathbf{p}(x_i, y_i) \phi(x_k - x_i, y_k - y_j) \Delta V_i \hat{u}_l \]

\[ + \mathbf{p}^T(x, y) \mathbf{M}^{-1} \sum_{l=1}^{NB} \frac{\partial \mathbf{p}(x_i, y_i)}{\partial n} \phi(x_k - x_i, y_k - y_j) \Delta V_i \hat{q}_l \]  

(48)

and the first and second \( x \) derivatives, for example, are computed as

\[ \frac{\partial u^e}{\partial x} = \frac{\partial \mathbf{p}^T(x, y)}{\partial x} \mathbf{M}^{-1} \sum_{l=1}^{NP} \mathbf{p}(x_i, y_i) \phi(x_k - x_i, y_k - y_j) \Delta V_i \hat{u}_l \]

\[ + \frac{\partial \mathbf{p}^T(x, y)}{\partial x} \mathbf{M}^{-1} \sum_{l=1}^{NB} \frac{\partial \mathbf{p}(x_i, y_i)}{\partial n} \phi(x_k - x_i, y_k - y_j) \Delta V_i \hat{q}_l \]  

(49)

\[ \frac{\partial^2 u^e}{\partial x^2} = \frac{\partial^2 \mathbf{p}^T(x, y)}{\partial x^2} \mathbf{M}^{-1} \sum_{l=1}^{NP} \mathbf{p}(x_i, y_i) \phi(x_k - x_i, y_k - y_j) \Delta V_i \hat{u}_l \]

\[ + \frac{\partial^2 \mathbf{p}^T(x, y)}{\partial x^2} \mathbf{M}^{-1} \sum_{l=1}^{NB} \frac{\partial \mathbf{p}(x_i, y_i)}{\partial n} \phi(x_k - x_i, y_k - y_j) \times \Delta V_i \hat{q}_l \]  

(50)
Remarks

- The embedding boundary condition technique enforces multiple boundary conditions at the boundary nodes without adding additional degrees of freedom. The number of the unknowns remains the same, and the computational cost to solve the final linear system does not increase.
- Compared to the construction of the Hermite-type fixed kernel shape functions, the construction of the shape functions using the embedding boundary condition approach is more complicated and expensive, since an additional under-determined system needs to be solved for each boundary point. In addition, we observe that the Hermite-type shape functions typically provide higher accuracy compared to the shape functions obtained by the embedding boundary condition approach. Therefore, we adopt the Hermite-type approximation for the boundary nodes in this paper.
- The Hermite-type approximation and the embedding boundary condition approach can also be used with the moving kernel, the fixed least-squares and the moving least-squares approximations.

2.4. Approximation functions for high aspect ratio problems

In many engineering applications, structures with a high aspect ratio are often encountered. In such structures, if points are distributed evenly over the domain, a large number of points are required to cover the structural domain. It is desirable to reduce the number of points, especially along the dimension with a larger length, so that the point distribution is not uniform. Unfortunately, like other conventional methods, when a high aspect ratio structure, such as a thin beam, is subjected to bending, the solution with the finite cloud method deteriorates as the aspect ratio of the point distribution increases. This phenomena is called “shear locking” in the finite element method. In this section, we investigate possible approaches to improve the performance of FCM with high aspect ratio point distributions.

2.4.1. High order basis functions

It is well-known that for beam bending problems, the shear strain is quite small. In the expression for the shear strain

\[ \gamma_{xy} = \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \]  (51)

the two terms on the right hand side have relatively large values, compared to the shear strain, with opposite signs. In the FCM, \( \partial u / \partial y \) and \( \partial v / \partial x \) are approximated by using the fixed kernel approximation. When the distance between the points in, e.g., the x-direction is much larger than in the y-direction, the truncation error of the approximation in the x-direction is much higher than the truncation error in the y-direction. Since \( \partial u / \partial y \) and \( \partial v / \partial x \) cancel with each other, the truncation error is largely magnified. Therefore, one approach to overcome this problem is to increase the accuracy of the approximation to reduce the truncation error of \( \partial u / \partial y \) and \( \partial v / \partial x \).

To reduce the truncation error of the approximation, one can utilize a high-order basis. For example, a sixth-order basis in 2-D

\[
p(s,t) = \begin{bmatrix}
1 & s & t & s^2 & st & t^2 & s^3 & s^2t & st^2 & t^3 \\
 s^4 & s^3t & s^2t^2 & st^3 & t^4 & s^5 & s^4t & s^3t^2 & s^2t^3 & st^4 & t^5 \\
 t^6 & s^6 & s^5t & s^4t^2 & s^3t^3 & s^2t^4 & st^5 & t^6 
\end{bmatrix}
\]  (52)

gives accurate results for a point distribution with an aspect ratio of up to 15:1.

Remarks

- When high-order basis functions are used, the cloud size for a point is typically large, and the dimension of the moment matrix also increases. For the sixth-order basis functions given above, the moment matrix is \( 28 \times 28 \). Hence, the cost of computing the shape function or the approximation function for a point increases even though the total number of points decreases.
- The high-order basis approach can reduce the truncation error when a rectangular point distribution is used. For scattered point distributions with a high aspect ratio, the cloud could be ill-balanced and the positivity conditions can be easily violated (see [13]). For this reason, the high-order basis approach is not effective for scattered point distributions. Therefore, the high-order basis approach is of limited use in practice and a more efficient approach is desirable.

2.4.2. FEM reduced integration stencil

In the finite element method, a weak form of the governing equations is first generated based on a variational approach, and integrations are then performed on each element to generate the element stiffness matrices which are assembled into the global stiffness matrix. In the finite cloud method, a collocation approach directly
assembles the shape functions and their derivatives at each point into the row of the global matrix corresponding to that point. Even though these two methods are somewhat different mathematically, it can be shown that, for a given finite element mesh with rectangular elements, one can simply take the finite element nodes as the meshless points and use the finite cloud method to generate an equivalent final linear system and obtain an identical solution to the FEM solution by choosing proper weightings for the points in the cloud.

In the following, we take the simple potential problem, \( V^2 u(x,y) = 0 \), to illustrate the approach. Fig. 2 shows a cluster of four rectangular quadrilateral finite elements centered at (0,0). Each element has a length \( \Delta x \) and width \( \Delta y \). The standard element stiffness matrix for element 1 can be written as

\[
\mathbf{k}_1 = \begin{bmatrix}
  k_{11} & k_{12} & k_{13} & k_{14} \\
  k_{21} & k_{22} & k_{23} & k_{24} \\
  k_{31} & k_{32} & k_{33} & k_{34} \\
  k_{41} & k_{42} & k_{43} & k_{44}
\end{bmatrix}
\]

(53)

where

\[
k_{ij} = k_{ji} = \int_{V_1} (N_{1,x} N_{j,x}^\text{fem} + N_{1,y} N_{j,y}^\text{fem}) dV_1, \quad i,j = 1,2,3,4
\]

(54)

and \( V_1 \) denotes the area of element 1. For illustration purpose, the isoparametric mapping is not used here. The finite element shape functions can be directly written as

\[
N_{1,i}^\text{fem} = \left(1 - \frac{x}{\Delta x}\right) \left(1 - \frac{y}{\Delta y}\right)
\]

(55)

\[
N_{2,i}^\text{fem} = \frac{x}{\Delta x} \left(1 - \frac{y}{\Delta y}\right)
\]

(56)

\[
N_{3,i}^\text{fem} = \frac{x}{\Delta x} \frac{y}{\Delta y}
\]

(57)

\[
N_{4,i}^\text{fem} = \left(1 - \frac{x}{\Delta x}\right) \frac{y}{\Delta y}
\]

(58)

When a full numerical integration scheme is used, the integrations in Eq. (54) are evaluated exactly. For example

\[
\int_{V_1} (N_{1,x}^\text{fem} N_{1,x}^\text{fem}) dV_1 = \int_{V_1} \left(1 - \frac{y}{\Delta y}\right)^2 dx dy = \frac{1}{3} \frac{\Delta y}{\Delta x}
\]

(59)

Similarly

\[
\int_{V_1} (N_{1,x}^\text{fem} N_{2,x}^\text{fem}) dV_1 = -\frac{1}{3} \frac{\Delta y}{\Delta x}
\]

(60)

\[
\int_{V_1} (N_{1,x}^\text{fem} N_{3,x}^\text{fem}) dV_1 = -\frac{1}{6} \frac{\Delta y}{\Delta x}
\]

(61)

\[
\int_{V_1} (N_{1,x}^\text{fem} N_{4,x}^\text{fem}) dV_1 = \frac{1}{6} \frac{\Delta y}{\Delta x}
\]

(62)

Therefore, all the entries of matrix \( \mathbf{k}_1 \) can be computed. Note that when the matrix \( \mathbf{k}_1 \) is assembled into the global stiffness matrix, the entries are added according to their local-global node index mapping. After all the four elements in Fig. 2 are integrated and assembled into the global stiffness matrix, the row in the global matrix for point (0,0) is fully determined. The values of the entries in that row determine the FEM stencil for point (0,0). In Eq. (54), there are two terms in each integration: the \( x \)-derivative term and the \( y \)-derivative term. These two terms in the weak form correspond to the \( \partial^2 u / \partial x^2 \) and \( \partial^2 u / \partial y^2 \) terms in the governing equation, respectively. We compute the FEM stencil separately into an \( x \)-stencil and a \( y \)-stencil. The FEM stencils for the point (0,0) are shown in Fig. 3.

In the finite cloud method, the stencil of a point is assembled by collocating the governing equation at that point. For the potential equation, the second derivatives of the unknown \( u(x,y) \) in the governing equation are approximated by using the second derivatives of the meshless shape function, i.e., \( N_{x,xx} \) and \( N_{y,yy} \) (\( N \) here, for example, is the shape function defined in Eq. (11)). Therefore, the effect of \( N_{x,xx} \) and \( N_{x,yy} \) resembles the effect of \( \int N_{x,x}^\text{fem} N_{x,x}^\text{fem} dx dy \) and \( \int N_{y,y}^\text{fem} N_{y,y}^\text{fem} dx dy \) in the finite element method. For the center point (0,0), one can set up a cloud centered at point (0,0) and cover the nine points shown in Fig. 2. If one uses the weighting scheme shown in Fig. 4 for the cloud, the resultant FCM stencils are as shown in Fig. 5. Comparing Fig. 5 with Fig. 3, it is easy to see that when the FCM stencils are multiplied by a constant \( \Delta x \Delta y \) the FEM stencils and the FCM stencils are identical. Thus, for the rectangular quadrilateral elements, the FEM stencils can be reproduced within the framework of the finite cloud method if a proper weighting scheme is chosen. Since the “shear locking” phenomena can be reduced in FEM by using a reduced integration scheme for the shear strain, one can further manipulate the weights for the points in the cloud to...
reproduce the FEM reduced-order integration stencils. Derivation of the FCM stencil which reproduces the reduced integration FEM stencil for the elastostatic problem is given in Appendix A.

An example containing a high aspect ratio fixed-fixed elastic beam subjected to a uniform pressure is shown in Fig. 6. Fig. 7 shows the numerical results for the fixed-fixed beam shown in Fig. 6. The beam has a geometry of $20 \times 1$. The Young’s modulus is $E = 1.69 \times 10^3$ and Poisson’s ratio $\nu = 0.3$. The surface pressure is set to be 0.5. The results show that the FEM equivalent FCM scheme produces accurate results up to an aspect ratio of 8:1 for the point distribution.

Remarks

- The locking problem in meshless methods with a high aspect ratio point distribution can be reduced by using a higher order polynomial interpolation and/or by using a reduced-order integration. However, these approaches avoid the locking only in some cases. To avoid locking for structures with incompressible material (“volumetric locking”), displacement/pressure mixed interpolation/approximation techniques together with a reduced-order integration are typically employed in the finite element method [21]. The mixed approximation techniques have been employed in several weak form based meshless methods [22–24] to solve incompressible problems. The application of the mixed approximation techniques in collocation based meshless methods is still an open research topic.

3. Collocation schemes

In Section 2, we have proposed several approaches to improve the fixed kernel approximation. Taking advantage of these improvements (shape function with the Kronecker delta property and the Hermite-type approximation for the boundary nodes), we investigate the second major step of the finite cloud method: collocation
discretization. Four types of collocation schemes for the governing equation are considered in this section: point collocation, strong form local domain collocation, local domain least-squares collocation and double grid collocation.

3.1. Point collocation

Point collocation is the simplest and the easiest way to discretize the governing equations. In a point collocation approach, the governing equations for a physical problem can be written in the following general form:

\[
\mathcal{L}u(x,y) = f(x,y) \quad \text{in} \quad \Omega \tag{63}
\]

\[
\mathcal{G}u(x,y) = g(x,y) \quad \text{on} \quad \Gamma_g \tag{64}
\]

\[
\mathcal{H}u(x,y) = h(x,y) \quad \text{on} \quad \Gamma_h \tag{65}
\]

where \( \Omega \) is the domain, \( \Gamma_g \) is the portion of the boundary on which Dirichlet boundary conditions are specified, \( \Gamma_h \) is the portion of the boundary on which Neumann boundary conditions are specified and \( \mathcal{L}, \mathcal{G} \) and \( \mathcal{H} \) are the differential, Dirichlet and Neumann operators, respectively. The boundary of the domain is given by \( \Gamma = \Gamma_g \cup \Gamma_h \). After the meshless shape functions are constructed, for each interior node, the point collocation technique simply substitutes the approximated unknown into the governing equations. In the classical point collocation approach, for nodes with prescribed boundary conditions, the approximate solution or the derivative of the approximate solution are substituted into the given Dirichlet and Neumann-type boundary conditions, respectively. Therefore, the discretized governing equations are given by

\[
\mathcal{L}u^a(x,y) = f(x,y) \quad \text{for points in} \quad \Omega \tag{66}
\]

\[
\mathcal{G}u^a(x,y) = g(x,y) \quad \text{for points on} \quad \Gamma_g \tag{67}
\]

\[
\mathcal{H}u^a(x,y) = h(x,y) \quad \text{for points on} \quad \Gamma_h \tag{68}
\]

In the embedding boundary condition approach introduced in Section 2.3.1, the boundary conditions (Eqs. (64), (65)) are embedded into the shape functions and the governing equations are satisfied at all nodes, i.e.,

\[
\mathcal{L}u^a(x,y) = f(x,y) \quad \text{for all points in} \quad \Omega \quad \text{and on} \quad \Gamma \tag{69}
\]

In the Hermite-type approximation approach (Section 2.3.2), the normal derivative of the unknown at the boundary nodes is taken as an independent variable. Given a boundary node, the governing equation and the boundary condition are satisfied simultaneously. Therefore, the discretized governing equations are given by

\[
\mathcal{L}u^a(x,y) = f(x,y) \quad \text{for all points in} \quad \Omega \quad \text{and on} \quad \Gamma \tag{70}
\]

\[
\mathcal{G}u^a(x,y) = g(x,y) \quad \text{for points on} \quad \Gamma_g \tag{71}
\]

\[
\mathcal{H}u^a(x,y) = h(x,y) \quad \text{for points on} \quad \Gamma_h \tag{72}
\]

When the interpolating (Kronecker delta property) meshless shape functions are used, the point collocation approach gives rise to a linear system of equations of the form

\[
Ku = F \tag{73}
\]

The solution of Eq. (73) provides the solution at the nodes. Note that if the shape functions do not satisfy the Kronecker delta property, Eq. (73) would be \( Ku = F \), where \( u \) are the nodal parameters and the solution \( u \) is computed by using Eq. (10).

Remarks

1. In this paper, the point collocation approach is implemented with the interpolating shape functions and their derivatives for the interior points and Hermite-type approximation for the boundary nodes.
2. We have found that, for scattered point distributions, the quality of the clouds can directly influence the numerical error in the solution. When the point distribution is highly scattered, it is likely that certain stability conditions, namely the positivity conditions (see [13] for details), could be violated for certain clouds. For this reason, the modified Gaussian, cubic or quartic inverse distance functions [13] are better choices for the kernel/weighting function in point collocation. In [13], we have proposed quantitative criteria to measure the cloud quality and approaches to ensure the satisfaction of the positivity conditions for 1-D and 2-D problems. However, for really bad point distributions, it could be difficult to satisfy the positivity conditions and modification of the point distribution may be necessary.

3.2. Strong form local domain collocation

For a scattered point distribution, the standard collocation can be sensitive to the point distribution in the clouds. When the point distribution is highly scattered, it is difficult to define a well balanced cloud. Instead of satisfying the governing equation at each node, the strong form local domain collocation (or subdomain collocation) [21] enforces the average residual in a local domain surrounding the star point to be zero, i.e.,

$$\int_{\Omega_s} w(x,y) (\mathcal{L}u(x,y) - f(x,y)) d\Omega = 0$$

(74)

where $\Omega_s$ is the local integration domain of the star point $(x,y)$ and $w(x,y)$ is the weighting function centered at the star point. One can choose various kinds of functions, e.g., constant, Gaussian or cubic spline functions, as the weighting function. In this paper, the weighting function $w(x,y)$ is taken as the kernel function given in Eq. (1), which vanishes outside the cloud (denoted as $\Omega_c$ in Fig. 8). A typical cloud and the local integration domain of a star point are shown in Fig. 8. The circle is the cloud. The shaded rectangle is used as the local integration domain. Note that although the size and shape of the local integration domain can be arbitrary, we have observed that the results are more accurate when $\cup \Omega_c \approx \Omega$ and the integration domains of the points do not overlap too much. In this paper, square local integration domains are used and the minimum distance from the points to the star point is chosen as the width of the local integration domain. Typically, nine Gauss quadrature points are used in the local domain for integration purpose. The fixed kernel approximation is used to evaluate the derivatives at the Gauss quadrature points. For example, consider the Laplace equation

$$\nabla^2 u(x,y) = 0$$

(75)

For a star point $(x_I, y_I)$, the discretized form of Eq. (74) can be written as

$$\sum_{Q=1}^{NG} w(x_Q', y_Q') W_g(x_Q', y_Q')$$

$$\times \sum_{J=1}^{NP} \left[ \frac{\partial^2 N_J}{\partial x^2}(x_Q', y_Q') + \frac{\partial^2 N_J}{\partial y^2}(x_Q', y_Q') \right] u_J$$

$$= 0 \quad I = 1, 2, \ldots, NP$$

(76)

where $NG$ is the number of the Gauss quadrature points, $(x_Q', y_Q')$, $Q = 1, 2, \ldots, NG$, are the Gauss quadrature points for star point $I$ and $W_g$ is the Gauss quadrature weight. Note that for an interpolating fixed kernel approximation, $\bar{u}_J = u_J$.

Remarks

1. In this paper, we implement the strong form local domain collocation scheme by using the interpolating shape functions for the interior points and Hermite-type approximation for the boundary points.

2. Just like the point collocation scheme, the strong form local domain collocation scheme is also a true meshless discretization scheme. However, the integration of the governing equation in the strong form local domain approach is more expensive compared to the point collocation scheme.

3.3. Weighted local domain least-squares collocation

Unlike the point collocation method, the least-squares collocation technique satisfies the governing equations in a least-squares sense at some auxiliary points as well as at the domain points [25,26]. For the governing equation given in Eq. (63), a residual norm is first defined.
where NA is the number of additional auxiliary points in the domain. Note that in [26] NA is taken to be zero. For a linear differential operator \( \mathcal{L} \), substituting the fixed kernel approximation for the unknown function into the governing equation and collocating the governing equation at each domain and auxiliary point, we obtain

\[
\mathcal{L} u^*(x_I, y_I) = \sum_{j=1}^{NP} K_{IJ} u_j \quad I = 1, 2, \ldots, NP
\]

(78)

\[
\mathcal{L} u^*(x_H, y_H) = \sum_{j=1}^{NP} K_{IJ} u_J \quad H = 1, 2, \ldots, NA
\]

(79)

where \( K \) is the discrete approximation of the operator \( \mathcal{L} \). For example, for the Laplace operator,

\[
K_{IJ} = \frac{\partial^2 N_J}{\partial x^2}(x_I, y_I) + \frac{\partial^2 N_J}{\partial y^2}(x_I, y_I)
\]

(80)

NP linear equations can be obtained by minimizing the residual norm given by Eq. (77)

\[
\frac{\partial F}{\partial u_I} = 0 \quad I = 1, 2, \ldots, NP
\]

(81)

The linear system in Eq. (81) can be solved to find the unknown \( u(x, y) \). Note that, if the differential operator \( \mathcal{L} \) is nonlinear, Eq. (81) gives a nonlinear system of \( u_I \), \( I = 1, 2, \ldots, NP \). Given a scattered point distribution, the location and the number of auxiliary points to use is an issue. This issue can be easily addressed if a local domain is used for least-squares minimization. This is discussed next.

Atluri et al. [4] have employed a local domain least-squares approach to minimize the residual norm in local domains. In this paper, we minimize the local residual norm by using a weighted integration form as

\[
F = \int_{\Omega} w[\mathcal{L} u^*(x, y) - f(x, y)]^2 d\Omega
\]

(82)

where \( \Omega \) is the local integration domain of the star point \((x, y)\) and \( w \) is the weighting function. We construct the local integration domain \( \Omega \) by using the technique discussed in Section 3.2. For a linear differential operator \( \mathcal{L} \), minimizing Eq. (82) with respect to the unknowns \( u_I \)

\[
\frac{\partial F}{\partial u_I} = 0 \quad I = 1, 2, \ldots, NP
\]

(83)

we obtain

\[
\int_{\Omega} w[\mathcal{L} u^*(x, y) - f(x, y)]K_I(x, y)d\Omega = 0
\]

(84)

where \( K(x, y) \) is the discrete approximation of the operator \( \mathcal{L} \) at a point \((x, y)\). For example, for the Laplace operator,

\[
K_I(x, y) = \frac{\partial^2 N_J}{\partial x^2}(x, y) + \frac{\partial^2 N_J}{\partial y^2}(x, y)
\]

(85)

and the discretized form of Eq. (84) for a star point \((x_I, y_I)\) can be written as

\[
\sum_{Q=1}^{NG} w(x_Q', y_Q') W_g(x_Q', y_Q') \left[ \sum_{j=1}^{NP} \left( \frac{\partial^2 N_J}{\partial x^2}(x_Q', y_Q') \right) u_J - f(x_Q', y_Q') \right] K_I(x_Q', y_Q') = 0
\]

(86)

where \((x_Q', y_Q')\), \( Q = 1, 2, \ldots, NG \), are the Gauss quadrature points and \( W_g \) is the Gauss quadrature weight.

Remarks

1. The weighted local domain least-squares collocation scheme is different from the global least-squares collocation schemes [25,26] as it minimizes the residual norm in the clouds (local domains). The Gauss quadrature points of the local domains are naturally used as the auxiliary points. The weighted local domain least-squares collocation scheme is implemented by using the interpolating shape functions for the interior points and Hermite-type approximation for the boundary points.

2. As shown in the results section, the weighted local domain least-squares collocation is generally more accurate compared to the other collocation schemes discussed in this paper. However, the implementation of the least-squares collocation is more complicated and the computational cost is higher compared to other collocation schemes. Furthermore, it is only attractive for linear problems as the implementation for nonlinear problems is extremely complicated.

3.4. Double grid collocation

The basic idea in double grid collocation is to approximate the second derivatives of the unknown function \( u(x, y) \) by using two subsequent first-order differentiations of the shape function [27]. In the double grid collocation technique, the second derivative of the unknown is defined as
the governing equation to obtain

\[
\frac{\partial^2 u}{\partial x^2}(x, y) + \frac{\partial^2 u}{\partial y^2}(x, y) = \frac{\partial}{\partial x} \left( \frac{\partial u}{\partial x}(x, y) \right) = \sum_{i=1}^{NP} \frac{\partial N_i}{\partial x}(x, y) \left( \sum_{j=1}^{NP} \frac{\partial N_j}{\partial x}(x_i, y_j) u_j \right) + \sum_{i=1}^{NP} \frac{\partial N_i}{\partial y}(x, y) \left( \sum_{j=1}^{NP} \frac{\partial N_j}{\partial y}(x_i, y_j) u_j \right) = f(x, y)
\]  

Eq. (87) contains two summations over two sets of first derivative approximations. The point sets \( I \) and \( J \) can either be the same or different within the cloud. Fig. 9 shows a typical double grid cloud where the auxiliary points (shown as square points) are the \( I \) points and the domain points (shown as black points) are the \( J \) points. For the Poisson equation, by using the same set of points for \( I \) and \( J \), we substitute Eq. (87) into the governing equation to obtain

\[
\sum_{i=1}^{NP} \frac{\partial N_i}{\partial x}(x, y) \left( \sum_{j=1}^{NP} \frac{\partial N_j}{\partial x}(x_i, y_j) u_j \right) + \sum_{i=1}^{NP} \frac{\partial N_i}{\partial y}(x, y) \left( \sum_{j=1}^{NP} \frac{\partial N_j}{\partial y}(x_i, y_j) u_j \right) = f(x, y)
\]  

3. For structured point distributions, the double grid collocation technique exhibits a higher convergence rate compared to other collocation schemes for cubic base interpolating polynomial.

4. Numerical results

In this section, we first compare the performance of the boundary approximation schemes introduced in Section 2.3. Second, we compare the performance of various collocation schemes presented in Section 3 with the improvements to the fixed kernel approximation, i.e., the Kronecker delta property and the Hermite-type approximation at the boundary. A 2-D Poisson problem and several elastostatic problems are used as examples to show the numerical results. The error in the numerical solution is measured by

\[
\epsilon = \frac{1}{\|u^{(e)}\|_{\text{max}}} \left[ \frac{1}{NP} \sum_{j=1}^{NP} |u_j^{(e)} - u_j^{(c)}|^2 \right]
\]  

where \( \epsilon \) is the error and the superscripts (e) and (c) denote, respectively, the exact and the computed solutions.

4.1. 2-D Poisson

Consider a 2-D Poisson example with a high local gradient. The governing equation along with the boundary conditions are given by

\[
\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} = -6x - 6y - \left[ \frac{4}{x^2} - 4 \left( \frac{x - \beta}{x} \right)^2 - 4 \left( \frac{y - \beta}{x} \right)^2 \right] \times \exp \left[ -\left( \frac{x - \beta}{x} \right)^2 - \left( \frac{y - \beta}{x} \right)^2 \right]
\]

\[
0 \leq x \leq 1 \quad 0 \leq y \leq 1
\]

\[
u(x = 0) = -y^3 + \exp \left[ -\left( \frac{\beta}{x} \right)^2 - \left( \frac{y - \beta}{x} \right)^2 \right]
\]

\[
u(x = 1) = -3 - 2 \left( \frac{1 - \beta}{x^2} \right) \exp \left[ -\left( \frac{1 - \beta}{x} \right)^2 - \left( \frac{y - \beta}{x} \right)^2 \right]
\]

\[
u(y = 0) = -x^3 + \exp \left[ -\left( \frac{x - \beta}{x} \right)^2 - \left( \frac{\beta}{x} \right)^2 \right]
\]

\[
u(y = 1) = -x^3 + 1 + \exp \left[ -\left( \frac{x - \beta}{x} \right)^2 - \left( \frac{1 - \beta}{x} \right)^2 \right]
\]
where $\alpha = 0.2$ and $\beta = 0.5$. The exact solution for this problem is given by

$$u = -x^3 - y^3 + \exp\left(-\frac{x - \beta}{\alpha}\right)^2 - \left(\frac{y - \beta}{\alpha}\right)^2$$

(95)

To investigate the convergence rate of the various collocation schemes, the Poisson problem is solved by employing $9 \times 9$, $17 \times 17$, $33 \times 33$, and $65 \times 65$ uniformly distributed points. Fig. 10 shows a comparison of the convergence rate of the boundary approximation schemes introduced in Section 2.3. We observe that the Hermite-type approximation typically has the lowest error. Furthermore, for a $9 \times 9$ point distribution, the results from the Hermite-type approximation and the embedding boundary condition approach are significantly more accurate than the results obtained from the standard fixed kernel approximation. When $65 \times 65$ points are used, however, the results from the three techniques are quite close. Therefore, a Hermite-type approximation can produce more accurate results for coarse discretizations. The convergence plots for the four collocation schemes are shown in Fig. 11. We observe that the convergence rates of the four collocation schemes are almost the same (about 2.0). The least-squares collocation has slightly better solutions compared to the other collocation schemes. However, its computational cost is also higher. The point collocation is the simplest and fastest of the four collocation schemes.
The Poisson problem is again solved by using a set of scattered points. The point distribution is shown in Fig. 12. Fig. 13 shows the solution along the boundary \(x = 1\). The solution from the least-squares collocation matches well with the exact solution. The solution from the other collocation schemes is less accurate at the corner point.

4.2. 2-D Elasticity: Bending beam

The governing equations for elasticity (in a plane stress situation) are given by

\[
\begin{align*}
\frac{2}{1 - \nu} \frac{\partial^2 u}{\partial x^2} + \frac{1 + \nu}{1 - \nu} \frac{\partial^2 u}{\partial xy} + \frac{2}{1 - \nu} \frac{\partial^2 v}{\partial y^2} & = 0 \quad (96) \\
\frac{2}{1 - \nu} \frac{\partial^2 v}{\partial y^2} + \frac{1 + \nu}{1 - \nu} \frac{\partial^2 u}{\partial xy} + \frac{\partial^2 v}{\partial x^2} & = 0 \quad (97)
\end{align*}
\]

where \(u\) and \(v\) are the \(x\)- and \(y\)-components of the displacement and \(\nu\) is Poisson's ratio. We consider the solution of a beam subjected to a uniform load and a shear as shown in Fig. 14. The beam is centered at \((0,0)\), \(l = 0.5\) unit, \(c = 0.5\) and \(t = 1\) unit. The modulus of elasticity is \(3 \times 10^3\), the Poisson's ratio is 0.25 and the pressure \(q\) is 1000.

The following boundary conditions are considered

\[
\begin{align*}
u(x = l, y = 0) & = \frac{ql}{2E} \\
v(x = \pm l, y = 0) & = 0 \\
\tau_{xy}(y = \pm c) & = 0 \\
\sigma_y(y = +c) & = 0 \\
\sigma_x(x = \pm l) & = \frac{q}{2l} \left( \frac{2}{3} y^3 - \frac{2}{5} c^2 y \right) \\
\tau_{xy}(x = \pm l) & = -\frac{q}{2l} x [c^2 - y^2]
\end{align*}
\]

The exact solution for this problem is given by [28]

\[
\begin{align*}
u & = \frac{q}{2EI} \left[ \frac{y^4}{12} - \frac{c^2 y^2}{2} + \frac{2c^4 y}{3} + v \left( \frac{(l^2 - x^2)}{2} \right)^2 \right] \\
v & = -\frac{q}{2EI} \left[ \frac{y^4}{12} - \frac{c^2 y^2}{2} + \frac{2c^4 y}{3} + v \left( \frac{(l^2 - x^2)}{2} \right)^2 \right] \\
\delta & = \frac{5}{24EI} \left[ \frac{12}{5} \frac{c^2}{l^2} \left( \frac{4}{5} + \frac{v}{2} \right) \right] \quad (99)
\end{align*}
\]

This problem is solved by using a scattered point distribution of 423 points. The point distribution is shown in Fig. 15. The solution of \(u\) along \(x = -0.5\) is shown in Fig. 16.
The results indicate that the least-squares collocation and the strong form local subdomain collocation provide a better solution compared to the classical point collocation technique.

### 4.3. 2-D Elasticity: Plate with a hole

Shown in Fig. 17 is a portion of an infinite plate with a central circular hole subjected to a uniform tensile load of 1.0 in the $x$-direction. Due to symmetry, only a quadrant of the plate is modeled. Symmetric boundary conditions are imposed on the left and bottom edges, and the inner boundary at $a = 1$ is set to be traction-free. The Young's modulus is $1.0 \times 10^3$ and Poisson's ratio is 0.3. The exact solution for this example is given by

$$
\sigma_x(x, y) = 1 - \frac{a^2}{r^2} \left[ \frac{3}{2} \cos 2\theta + \cos 4\theta \right] + \frac{3a^4}{2r^2} \cos 4\theta
$$

Fig. 18. The scattered point distribution employed for the plate with a hole problem.

A set of 325 scattered points is used to solve the problem. The point distribution is shown in Fig. 18. The computed stress in the $x$-direction along $x = 0$ is compared with the exact solution in Fig. 19. We have again observed that the least-squares collocation and the strong form local domain collocation provide a better solution compared to the classical point collocation technique.

Fig. 19. The stress in the $x$-direction (denoted by $\sigma_x$) along $x = 0$.

$$
\sigma_x(x, y) = -\frac{a^2}{r^2} \left[ \frac{1}{2} \cos 2\theta - \cos 4\theta \right] - \frac{3a^4}{2r^2} \cos 4\theta
$$

$$
\sigma_y(x, y) = -\frac{a^2}{r^2} \left[ \frac{1}{2} \sin 2\theta + \sin 4\theta \right] + \frac{3a^4}{2r^2} \sin 4\theta
$$

Fig. 20. A plate with several holes subjected to a uniform load on the top.
4.4. 2-D Elasticity: Plate with several holes

An elastostatic problem with a more complex geometry is solved in this section. As shown in Fig. 20, a square plate with several circular holes is subjected to a uniform load at the top. The width of the plate is 6. The diameter of the holes is 1.5. The bottom of the plate is fixed. The pressure at the top is 1. Young’s modulus is $1.0 \times 10^3$ and Poisson’s ratio is 0.3.

Fig. 21 shows the point distribution employed for the plate with holes problem. The deformation of the plate is shown in Fig. 22. The displacement in the $y$-direction along $y = 6$ is shown in Fig. 23. We have again observed that the least-squares collocation provides a better solution compared to the other collocation schemes. The performance of the strong form local subdomain collocation is close to the least-squares collocation.

5. Conclusions

In this paper, we have proposed several improvements to the fixed kernel approximation. The improvements include the Kronecker delta property, embedding boundary condition and Hermite approach to satisfy both the governing equation(s) and the boundary condition(s) at the boundary point, and weighting coefficients to reproduce FEM stencils for large aspect ratio rectangular grids. The weighted local domain least-squares collocation scheme, the classical point collocation scheme, the strong form local domain collocation scheme and the double grid collocation scheme are implemented by combining them with the interpolating fixed-kernel shape functions for the interior points and Hermite-type approximation for the boundary points. By comparing all the collocation schemes, we have observed that, for scattered point distributions, the local domain least-squares collocation and the strong form local domain collocation are generally more accurate than the classical point collocation scheme. However, they are also more expensive. Furthermore, the implementation of the local domain least-squares collocation for nonlinear problems can be complicated. For scattered point distributions, the performance of all the collocation schemes can be improved by taking into account the positivity conditions discussed in [13].
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Appendix A. Approximation functions for high aspect ratio elasticity problem

The FEM element stiffness matrix for linear elasticity is given by

$$\int B^TDB \, dx \, dy$$  \hspace{1cm} (103)

where

$$B = \begin{bmatrix}
N_{1x}^{\text{fem}} & 0 & N_{2x}^{\text{fem}} & 0 & N_{3x}^{\text{fem}} & 0 & N_{4x}^{\text{fem}} & 0 \\
0 & N_{1y}^{\text{fem}} & 0 & N_{2y}^{\text{fem}} & 0 & N_{3y}^{\text{fem}} & 0 & N_{4y}^{\text{fem}} \\
N_{1y}^{\text{fem}} & N_{2y}^{\text{fem}} & N_{3y}^{\text{fem}} & N_{4y}^{\text{fem}} & 0 & 0 & 0 & 0
\end{bmatrix}$$  \hspace{1cm} (104)

$$D = \frac{E}{1 - \nu^2} \begin{bmatrix}
1 & \nu & 0 \\
\nu & 1 & 0 \\
0 & 0 & 1 - \frac{\nu}{2}
\end{bmatrix}$$  \hspace{1cm} (105)

where $E$ is Young’s modulus and $\nu$ is Poisson’s ratio. For high aspect ratio problems, the entries of $B^TDB$ obtained from the multiplication of the entries of the third row of $B$ (shear strain) are integrated by using a reduced-order numerical integration. Basically, four kinds of terms are integrated in Eq. (103), i.e., $\int N_{i1}^{\text{fem}} N_{j1}^{\text{fem}}$, $\int N_{i1}^{\text{fem}} N_{j2}^{\text{fem}}$, $\int N_{i1}^{\text{fem}} N_{j3}^{\text{fem}}$, and $\int N_{i1}^{\text{fem}} N_{j4}^{\text{fem}} \, dx \, dy$, $i, j = 1, 2, \ldots, 4$. Note that for a given $i$ and $j$, $\int N_{i1}^{\text{fem}} N_{j1}^{\text{fem}} \neq \int N_{i2}^{\text{fem}} N_{j2}^{\text{fem}}$. The FEM stencils are linear combinations of these integrals. We can also separate a full FEM stencil into four sub-stencils. Each sub-stencil contains only one kind of integral. It can be seen from Eq. (104) that full and reduced-order integrations are required for all the four kinds of integrations. Furthermore, the FEM stencils at the boundary nodes are different from those at the interior nodes since only two elements are involved for a boundary point. Therefore, the total number of FEM sub-stencils is 16 (four full integrations and four reduced-order integrations for both the interior nodes and the boundary nodes). We use $Z$ to represent a full FEM sub-stencil, $Z$ to represent a reduced-order FEM sub-stencil, $I$ to denote an interior sub-stencil, $B$ to denote a boundary sub-stencil, and subscripts $xx, yy, xy$ and $yx$ to represent the integral types. For example, an interior FEM sub-stencil containing reduced-order $\int N_{i1}^{\text{fem}} N_{j1}^{\text{fem}}$ integrations will be denoted as $Z_{I_{xy}}$.

It is shown that a weighting scheme of FCM shown in Fig. 4 generates interior FCM stencils for $N_{xx}$ and $N_{yy}$ equivalent to the FEM stencils for $\int N_{i1}^{\text{fem}} N_{j1}^{\text{fem}}$ and $\int N_{i1}^{\text{fem}} N_{j2}^{\text{fem}}$, respectively. It is easy to show that $Z_{I_{xy}} = Z_{I_{yx}} = Z_{I_{xx}} = Z_{I_{yy}}$, and $Z_{I_{yx}}$ is also equivalent to the FCM stencil for $N_{xx}$ generated by the weighting scheme shown in Fig. 4. Hence, by using the weighting of Fig. 4

$$N_{xx} \approx Z_{I_{xx}}$$  \hspace{1cm} (106)

$$N_{yy} \approx Z_{I_{yy}}$$  \hspace{1cm} (107)

$$N_{xy} \approx Z_{I_{xy}} = Z_{I_{yx}} = Z_{I_{xx}} = Z_{I_{yy}}$$  \hspace{1cm} (108)

where ‘$\approx$’ denotes equivalency. Moreover, without proving, $Z_{I_{xx}}$ and $Z_{I_{yy}}$ can be reproduced by FCM using the weighting scheme shown in Fig. 24. Denoting the shape functions generated by using the weighting scheme shown in Fig. 24 as $R$, we have

$$R_{xx} \approx Z_{I_{xx}}$$  \hspace{1cm} (109)

$$R_{yy} \approx Z_{I_{yy}}$$  \hspace{1cm} (110)

For a boundary point $b$, as shown in Fig. 25, the FEM stencils only contain five points in the vicinity of the point $b$. Therefore, only six points can be covered by a cloud for point $b$. Since there are only two layers of

Fig. 24. FCM weighting scheme for reduced FEM integrations (interior).

Fig. 25. Weighting schemes and reduced basis functions for boundary points.
points in the cloud, the FCM basis must be reduced to avoid singularity of the moment matrix. To reproduce the FEM stencil at a boundary point, we propose two sets of weighting schemes with reduced basis to construct the shape functions at the boundary. Fig. 25(a) shows the first set of weighting scheme and reduced basis. We denote the shape functions generated by this scheme as $Q$. Fig. 25(b) shows the second set of the weighting and basis. The shape functions generated by the second scheme are denoted by $M$. Again without proving, the special shape functions for the boundary point are equivalent to the FEM boundary sub-stencils as shown in Eqs. (111)–(116).

\[ Q_{xx} \approx ZB_{xx} \]  \hspace{1cm} (111)

\[ M_{x} \approx ZB_{x} \]  \hspace{1cm} (112)

\[ Q_{yy} \approx ZB_{yy} \]  \hspace{1cm} (113)

\[ M_{y} \approx ZB_{y} \]  \hspace{1cm} (114)

\[ Q_{xy} \approx ZB_{xy} = ZB_{yx} \]  \hspace{1cm} (115)

\[ M_{x} \approx ZB_{x} = ZB_{y} \]  \hspace{1cm} (116)

Eqs. (111)–(116) give all the FCM shape functions equivalent to the FEM sub-stencils. Hence, the high aspect ratio fixed-fixed beam shown in Fig. 6 can be solved by FCM to obtain properties of reduced-order shear strain FEM solution. For a given interior point $(x, y)$, the FCM discretized governing equation is rewritten as

\[
\sum_{l=1}^{NP} N_{l,xx}(x,y)u_l + \frac{1-v}{2} \sum_{l=1}^{NP} R_{l,xy}u_l + \frac{1-v}{2} \sum_{l=1}^{NP} N_{l,xy}(x,y)v_l = 0
\]  \hspace{1cm} (117)

\[
\sum_{l=1}^{NP} N_{l,yy}(x,y)v_l + \frac{1-v}{2} \sum_{l=1}^{NP} R_{l,xy}v_l + \frac{1-v}{2} \sum_{l=1}^{NP} N_{l,xy}(x,y)u_l = 0
\]  \hspace{1cm} (118)

Note that Eqs. (117), (118) are in fact the discretized Navier's equations with the special shape functions $R$ to represent the reduced-order FEM shear strain. For a given boundary point $(x_b, y_b)$ located at the top or bottom of the beam, the FEM equivalent FCM stencil is given by

\[
\frac{E}{2(1+v)} \sum_{l=1}^{NP} N_{l,xy}(x_b, y_b)ny_yu_l
\]  \hspace{1cm} (119)

\[
-\frac{E}{2(1-v^2)} \sum_{l=1}^{NP} N_{l,xx}(x_b, y_b)\Delta y u_l
\]  \hspace{1cm} (119)

\[
+ \frac{E}{2(1+v)} \sum_{l=1}^{NP} M_{l,x}(x_b, y_b)ny_yv_l
\]  \hspace{1cm} (119)

\[
- \frac{E}{2(1-v^2)} \sum_{l=1}^{NP} N_{l,xy}(x_b, y_b)\Delta y v_l = T_x
\]  \hspace{1cm} (119)

\[
\frac{E}{1-v^2} \sum_{l=1}^{NP} M_{l,y}(x_b, y_b)ny_yu_l
\]  \hspace{1cm} (119)

\[
- \frac{E}{4(1+v)} \sum_{l=1}^{NP} M_{l,xx}(x_b, y_b)\Delta y v_l
\]  \hspace{1cm} (119)

\[
+ \frac{E}{1-v^2} \sum_{l=1}^{NP} M_{l,x}(x_b, y_b)ny_yu_l
\]  \hspace{1cm} (119)

\[
- \frac{E}{4(1+v)} \sum_{l=1}^{NP} N_{l,xy}(x_b, y_b)\Delta y u_l = T_y
\]  \hspace{1cm} (119)

where $ny_y$ is the unit surface outward normal of point $b$ projected to the $y$ axis, $T_x$ and $T_y$ are the $x$- and $y$-components of the surface traction.
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