Ion concentrations and velocity profiles in nanochannel electroosmotic flows
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Ion distributions and velocity profiles for electroosmotic flow in nanochannels of different widths are studied in this paper using molecular dynamics and continuum theory. For the various channel widths studied in this paper, the ion distribution near the channel wall is strongly influenced by the finite size of the ions and the discreteness of the solvent molecules. The classical Poisson–Boltzmann equation fails to predict the ion distribution near the channel wall as it does not account for the molecular aspects of the ion–wall and ion–solvent interactions. A modified Poisson–Boltzmann equation based on electrochemical potential correction is introduced to account for ion–wall and ion–solvent interactions. The electrochemical potential correction term is extracted from the ion distribution in a smaller channel using molecular dynamics. Using the electrochemical potential correction term extracted from molecular dynamics (MD) simulation of electroosmotic flow in a 2.22 nm channel, the modified Poisson–Boltzmann equation predicts the ion distribution in larger channel widths (e.g., 3.49 and 10.00 nm) with good accuracy. Detailed studies on the velocity profile in electro-osmotic flow indicate that the continuum flow theory can be used to predict bulk fluid flow in channels as small as 2.22 nm provided that the viscosity variation near the channel wall is taken into account. We propose a technique to embed the velocity near the channel wall obtained from MD simulation of electroosmotic flow in a narrow channel (e.g., 2.22 nm wide channel) into simulation of electroosmotic flow in larger channels. Simulation results indicate that such an approach can predict the velocity profile in larger channels (e.g., 3.49 and 10.00 nm) very well. Finally, simulation of electroosmotic flow in a 0.95 nm channel indicates that viscosity cannot be described by a local, linear constitutive relationship that the continuum flow theory is built upon and thus the continuum flow theory is not applicable for electroosmotic flow in such small channels.

I. INTRODUCTION

With the growing interest in bio-MEMS (Micro-Electro-Mechanical-Systems) and bio-NEMS (Nano-Electro-Mechanical-Systems) applications, as well as in fuel cell technologies, electroosmotic transport has attracted considerable attention in recent years. 1–5 Electroosmotic transport 8 is easy to control and usually scales more favorably compared to other fluidic transport methods (e.g., a pressure driven flow) at micro- and nanoscales. Modeling and simulation of electroosmotic transport, based on the classical Poisson–Boltzmann equation and the Navier–Stokes equations, has explained many experimental observations and guided the design of μ-TAS (micro-Total-Analysis-Systems). 7–10 There is now a growing interest in developing nanoscale fluidic systems that can be used to manipulate molecular level transport. For example, nanofluidic systems can enable the molecular separation and identification of analytes at an unprecedented low level of sample volumes. 3,11 Modeling and simulation of electrically mediated fluid flow in nanometer wide channels can address many of the fundamental issues currently facing the design of nanofluidic systems. 11

A fundamental issue that needs to be addressed is whether or not continuum theories based on the Poisson–Boltzmann and the Navier–Stokes equations—that have been popularly used to understand electroosmotic flow in micron-scale channels—can be used to describe electroosmotic flow in nanometer wide channels. In nanoscale systems, the surface-to-volume ratio is very high and the critical dimension is comparable to the size of the molecules. The influence of the surface and the finite-size effect of the molecule on ion distributions and fluid flow in nanoscale channels needs to be understood in detail while such effects may be largely neglected in microscale channels. For example, in the derivation of the classical Poisson–Boltzmann equation, the ions are assumed to be infinitesimal, the interactions between the ions, ion–water and ion–wall are all considered in a mean-field fashion and the molecular aspects of these interactions are neglected. Similarly, the continuum flow theory based on Stokes or Navier–Stokes equations assumes that the state variables (e.g., density) do not vary significantly over intermolecular distances and the shear stress can be related to the local strain rate by a linear constitutive relationship. However, significant fluctuations in fluid density have been observed close to the surface in molecular dynamics simulations 12 as well as in experiments. 13 Earlier

studies on Poiseuille flow of Lennard-Jones atoms indicated that the continuum theory breaks down for channels narrower than four molecular diameters.\textsuperscript{12} Hence, it is important to understand in detail the validity of continuum theories for electroosmotic fluid flow in nanometer wide channels.

Molecular dynamics (MD) simulation is an important tool to study fluid flow in nanometer wide channels. In a MD simulation, the molecular interactions between ion–ion, ion–wall, and ion–water are calculated explicitly by using the Coulomb potential and the Lennard-Jones potential. The Lennard-Jones potential is an empirical potential that parameterizes a number of different molecular interactions (e.g., the van der Waals interaction is mainly described by the attractive part of the Lennard-Jones potential). Since the ion–ion, ion–wall, and ion–water interactions are treated only in a mean-field fashion in the classical continuum theory, the significance of the molecular aspects of these interactions can be understood by a detailed comparison between MD and continuum results. Molecular dynamics simulation of electroosmotic flow in a 6.53 nm wide channel has been reported recently \textsuperscript{14} and ion distributions from molecular dynamics have been found to be different from those predicted by the classical Poisson–Boltzmann theory.\textsuperscript{14} In addition, it was also reported that the shear viscosity near the channel wall increases dramatically.\textsuperscript{14}

In this paper we study electroosmotic transport in nanochannels with widths ranging from 0.95 to 10.00 nm using molecular dynamics and continuum theory. Section II describes the continuum modeling approach for electroosmotic flow, Sec. III describes the simulation of electroosmotic flow using nonequilibrium molecular dynamics (NEMD) technique, and Sec. IV presents results on ion distributions in various nanometer wide channels by comparing continuum and molecular dynamics results. The significance of molecular interactions between ion–wall and ion–water are discussed in detail for different cases. A modified Poisson–Boltzmann equation, which incorporates the various molecular interactions in a lumped manner, is also presented in Sec. IV. Section V presents results on velocity profiles for various channel widths by comparing continuum theory and molecular dynamics results. A technique that embeds MD velocity data from a smaller length scale into simulation of electroosmotic flow in larger width channels is also presented in Sec. V. Finally, conclusions are presented in Sec. VI.

**II. CONTINUUM MODELING OF ELECTROOSMOTIC FLOW**

In this paper, we focus on the study of electroosmotic transport in straight flat channels (the channel width is in the $z$-direction, and the flow is along the $x$-direction, see Fig. 1) where (1) only counter-ions are present in the channel and (2) the flow is fully-developed and there is no externally applied pressure gradient. For electroosmotic transport in a straight flat channel with uniform charge densities on the channel walls and filled with water and single mobile ion species, the continuum mathematical description is based on the Poisson–Boltzmann equation (1) and the Stokes equation (2).

\begin{align}
\frac{\partial^2 \psi(z)}{\partial z^2} &= -\frac{q}{\epsilon} \zeta c_0 e^{-q \zeta \psi(z)/k_B T}, \\
\frac{d}{dz} \left( \frac{\mu u(z)}{d z} \right) + q \zeta c(z) E_{ext} &= 0,
\end{align}

where $\psi(z)$ is the potential induced by the charges on the channel wall and ions in the channel, $q$ is the electron charge (i.e., $1.6 \times 10^{-19}$ C), $\zeta$ is the valency of the counter-ion, $c_0$ is the counter-ion concentration at the channel center where the potential is assumed to be zero, $\epsilon$ is the permittivity of the fluid in the channel, $k_B$ is the Boltzmann constant, $T$ is the temperature, $u(z)$ is the velocity of the fluid, $\mu$ is the dynamic viscosity of the fluid, $c(z)$ is the counter-ion concentration across the channel, and $E_{ext}$ is the external electric field applied along the channel.

The boundary conditions for Eqs. (1) and (2) are

\begin{align}
\frac{d \psi(z)}{dz} \bigg|_{z=\pm h/2} &= \frac{\sigma_z}{\epsilon}, \\
u(z) \bigg|_{z=\pm h/2} &= 0,
\end{align}

where $z = \pm h/2$ corresponds to the location of the lower and the upper channel wall and $\sigma_z$ is the charge density on the channel walls. Analytical solutions for Eqs. (1) and (2) are available for the boundary conditions given in Eqs. (3) and (4).\textsuperscript{15,16} But to use the analytical solution, one needs to first solve a transcendental equation numerically, so Eqs. (1) and (2) are solved numerically in this paper.

The relative permittivity of water is taken as 81, which is the reported value for SPC/E water at 300 K.\textsuperscript{17} We note that relative permittivity of water in the channel could be different from its bulk value due to confinement and high electric field near the channel wall.\textsuperscript{18,19} However, it was recently reported\textsuperscript{14} that the influence of relative permittivity variation in the channel on the ion distribution is less important compared to the ion–wall interactions. Therefore, the relative permittivity is taken as a constant in the entire channel in this

![FIG. 1. A schematic of the channel system under investigation. The two channel walls are symmetrical with respect to the channel center line. Each wall is made up of four layers of silicon atoms. The channel width is defined as the distance between the two innermost wall layers. The dark dots denote water molecules and the shaded circles denote either Cl$^-$ or Na$^+$ ions. For the coordinate system chosen, $z=0$ corresponds to the central plane of the channel system.](image)
paper. The dynamic viscosity of water is taken as 0.743 mPa·s in our continuum simulations because this gives the best match to the velocity profile in the central portion of the channel. We have simulated Poiseuille flow of pure SPC/E water at a peak strain rate of $4.7 \times 10^5$ s$^{-1}$, temperature of 300 K, and the dynamic viscosity of water was determined to be 0.683 mPa·s, which is within 5% of the reported value for SPC/E water.\(^{20}\) For an ionic solution, using a viscosity higher than that of pure water is in accordance with the experimental observations that the viscosity of an electrolyte solution increases as the concentration of electrolyte increases. For example, the viscosity of 0.89 M NaCl solution at 293 K is about 8.5% higher than that of pure water at 293 K.\(^{21}\)

### III. MOLECULAR DYNAMICS SIMULATION DETAILS

#### A. Simulated system

NEMD simulations were performed for systems consisting of a slab of water molecules and ions sandwiched by two channel walls. Figure 1 shows a schematic diagram of the system under investigation. The two channel walls are symmetrical with respect to the channel center line. Each wall is made up of four layers of silicon atoms oriented in the (111) direction. Typical lateral dimensions of the channel wall are $4.66 \times 4.43$ nm which corresponds to 161 silicon atoms for each layer of the channel wall. The channel width is varied from 0.95 to 10.0 nm in the simulations.

For the simulation of electroosmotic flow, the outermost wall layers (i.e., layer I of the lower channel wall and its counterpart in the upper channel wall) are partially charged. In this paper, we will assume that the charges are uniformly distributed among the wall atoms, i.e., wall atoms are partially charged. Previous results on MD simulation of electroosmotic flow show that the flow characteristics are not altered significantly whether the charge is uniformly distributed or discretely distributed.\(^{14}\) The wall atoms are fixed to their original positions during the simulation. The water is modeled by using the SPC/E model,\(^{22}\) i.e., water molecule is rigid, and hydrogen and oxygen atoms are modeled as point charges. In the simulation, we consider two types of interaction potentials, i.e., Lennard-Jones and Coulomb potential. The Lennard-Jones potential is considered for every atom pair except the atom pairs that have hydrogen atom and the Si–Si pair. The parameters for the Lennard-Jones potential are taken from the Gromacs force field\(^{23}\) and are summarized in Table I. The Coulomb potential is considered for every charged atom pair. In our simulation, the total charge from the counter-ions matches the wall charge exactly, i.e., the system is electrically neutral. Lo \textit{et al.} has shown that for slit pores as small as two ion diameters, the system’s deviation from electroneutrality is negligible.\(^{24}\)

#### B. NEMD technique

NEMD simulations were performed using a molecular dynamics package Gromacs.\(^{25,26}\) The equations of motion were integrated using a leap-frog algorithm with a time step ranging from 1.0 to 2.0 fs. A cutoff radius of 1.1 nm was used to compute the Lennard-Jones potential. The electrostatic interactions were computed using the particle mesh Ewald (PME) method\(^{27}\) with no truncation for the Coulomb interactions. The original PME technique assumes periodicity in all three directions. However, there is no periodicity in the channel width direction ($z$-direction, see Fig. 1) in our channel system. To compute the electrostatic interactions in our system with reduced periodicity, we have (i) modified the original PME algorithm by adding a correction term to the standard Ewald summation formula\(^{28}\) and (ii) elongated the simulation box in the $z$-direction to be three times larger than the channel width. A cutoff distance of 1.10 nm was used in the calculation of electrostatic interactions in the real space. An FFT grid spacing of 0.11 nm and cubic interpolation for charge distribution were chosen to compute the electrostatic interactions in the reciprocal space. A LINCS algorithm\(^{29}\) was used to maintain the water geometry specified by the SPC/E model. The temperature of fluid is regulated to 300 K by using a Berendsen thermostat with a time constant of 0.1 ps. Applying the thermostat to our system was difficult because of a nonzero streaming velocity along the channel. In a rigorous sense, one should distinguish the streaming kinetic energy from the thermal kinetic energy in applying the thermostat. However, the kinetic energy associated with the streaming velocity is only a very small fraction of the thermal kinetic energy (e.g., for a water molecule with a streaming velocity of 25 m/s, the associated kinetic energy is only 0.15% of its thermal kinetic energy at 300 K). Hence, we did not distinguish the thermal kinetic energy from the streaming kinetic energy when applying the thermostat.

When setting up the simulation, the molecules were randomly positioned. An energy minimization was performed to remove the local contacts. To start the simulation, an initial velocity sampled from a Maxwellian distribution at 300 K was assigned to each molecule in the system. The system was simulated for a time period of 1–2 ns so that the system has reached steady state. A production run of 1 to 7 ns (depending on the system to be simulated) was performed to gather the statistics of various quantities, e.g., streaming velocity. The density and velocity profile across the channel were computed by using the binning method.\(^{30}\) The flow is driven by an external electric field, $E_{\text{ext}}$, applied along the channel in the $x$-direction. Because of the extremely high thermal noise, a strong electric field was applied in our simulations so that the fluid velocity can be retrieved with reasonable accuracy. The external electric field strength used in our

\textbf{Table I: Parameters for the Lennard-Jones potential $U(r) = C_{12}/r^{12} - C_{6}/r^{6}$.} \(^{22}\)

<table>
<thead>
<tr>
<th>Interaction</th>
<th>$C_6$ (kJ nm$^6$/mol)</th>
<th>$C_{12}$ (kJ nm$^{12}$/mol)</th>
<th>$\sigma$ (nm)$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>O–O</td>
<td>$2.617 \times 10^{-2}$</td>
<td>$2.633 \times 10^{-5}$</td>
<td>0.317</td>
</tr>
<tr>
<td>O–Si</td>
<td>$0.6211 \times 10^{-2}$</td>
<td>$0.7644 \times 10^{-5}$</td>
<td>0.327</td>
</tr>
<tr>
<td>O–Cl</td>
<td>$0.6011 \times 10^{-2}$</td>
<td>$0.1678 \times 10^{-4}$</td>
<td>0.375</td>
</tr>
<tr>
<td>O–Na</td>
<td>$0.4343 \times 10^{-3}$</td>
<td>$0.2352 \times 10^{-6}$</td>
<td>0.286</td>
</tr>
<tr>
<td>Cl–Cl</td>
<td>$0.1380 \times 10^{-1}$</td>
<td>$0.1069 \times 10^{-3}$</td>
<td>0.445</td>
</tr>
<tr>
<td>Cl–Si</td>
<td>$0.1426 \times 10^{-1}$</td>
<td>$0.4871 \times 10^{-4}$</td>
<td>0.388</td>
</tr>
<tr>
<td>Cl–Na</td>
<td>$0.9974 \times 10^{-3}$</td>
<td>$0.1499 \times 10^{-5}$</td>
<td>0.339</td>
</tr>
<tr>
<td>Na–Na</td>
<td>$0.7206 \times 10^{-4}$</td>
<td>$0.2301 \times 10^{-7}$</td>
<td>0.257</td>
</tr>
<tr>
<td>Na–Si</td>
<td>$0.1031 \times 10^{-2}$</td>
<td>$0.6829 \times 10^{-6}$</td>
<td>0.295</td>
</tr>
</tbody>
</table>

\(^a\sigma\) is the separation distance between atoms where the potential energy is zero.
TABLE II. Summary of the simulations performed.

<table>
<thead>
<tr>
<th>Case #</th>
<th>Channel width (nm)</th>
<th>$\sigma_w$ (C/m²)</th>
<th># Water molecules</th>
<th># Ions</th>
<th>$E_{vis}$ (V/nm)</th>
<th>Simulation time (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.49</td>
<td>+0.120</td>
<td>2246</td>
<td>32 (Cl(^-))</td>
<td>-0.55</td>
<td>5.1</td>
</tr>
<tr>
<td>2</td>
<td>3.49</td>
<td>+0.320</td>
<td>2075</td>
<td>85 (Cl(^-))</td>
<td>-0.55</td>
<td>2.5</td>
</tr>
<tr>
<td>3</td>
<td>3.49</td>
<td>-0.120</td>
<td>2246</td>
<td>32 (Na(^+))</td>
<td>+0.55</td>
<td>2.8</td>
</tr>
<tr>
<td>4</td>
<td>2.22</td>
<td>+0.120</td>
<td>1288</td>
<td>32 (Cl(^-))</td>
<td>-0.46</td>
<td>6.3</td>
</tr>
<tr>
<td>5</td>
<td>0.95</td>
<td>+0.120</td>
<td>405</td>
<td>32 (Cl(^-))</td>
<td>-0.55</td>
<td>9.4</td>
</tr>
<tr>
<td>6</td>
<td>10.00</td>
<td>-0.124</td>
<td>6606</td>
<td>32 (Cl(^-))</td>
<td>-0.38</td>
<td>4.8</td>
</tr>
</tbody>
</table>

Simulations ranges from 0.38 to 0.55 V/nm. Table II summarizes the various simulations performed in this paper.

IV. ION DISTRIBUTIONS IN ELECTROOSMOTIC FLOW

A. Comparison of continuum and MD simulation results

Figure 2(a) shows the concentration profile of Cl\(^-\) ion and water across the channel for case 1, where the channel width is 3.49 nm and the wall charge density is +0.120 C/m². The ion distribution obtained from the Poisson–Boltzmann equation is also shown for comparison. To compute the ion distribution using the Poisson–Boltzmann equation, we have assumed that the position of the wall coincides with the position of the first peak of Cl\(^-\) ion concentration obtained from MD simulation. The MD simulation result deviates from the Poisson–Boltzmann equation prediction in several aspects: (1) There is no Cl\(^-\) ion within 0.24 nm from the channel wall, (2) the peak concentration of Cl\(^-\) ion occurs at a position of about 0.35 nm away from the channel wall and the peak value is about 88% higher compared to the P–B equation prediction, and (3) the ion concentration from MD does not decrease monotonically to its value in the channel center. In particular, there is a plateau located at about 0.49–0.60 nm away from the channel wall.

These deviations can be understood by looking at the molecular aspects of the ions, wall atoms and the water molecules. First, since a bare Cl\(^-\) ion has an effective radius of about 0.18 nm, a Cl\(^-\) ion cannot approach too close to the channel wall. Second, the ion and the wall interact with each other via the Lennard-Jones potential in the MD simulation. Such an interaction can contribute to the attraction of ions towards the wall. Figure 2(b) shows the potential energy of a Cl\(^-\) ion due to the Lennard-Jones potential between the Cl\(^-\) ion and the channel wall. In this calculation, we have assumed that the ion can access any position in the $xy$-plane with equal probability. Figure 2(b) indicates that the potential energy due to the ion–wall Lennard-Jones interaction is about $-1.8k_BT$ ($T = 300$ K) at a position of about 0.39 nm away from the channel wall. Since a location with lower potential energy is more favorable for the ions, the potential energy valley can attract more ions towards it. The second deviation is primarily caused by this effect. Third, the molecular interaction between the ion and the water molecules also plays an important role in determining the ion concentration. Figure 2(a) shows that the water concentration is not uniform across the channel and a significant layering of water is observed near the channel wall. Such a layering effect is well-known and several papers have addressed this issue.

Since the water molecules are less closely packed near the density “valley” than in the bulk, the energy required to insert a finite-sized ion into the density “valley” is lower compared to inserting an ion in the bulk. Hence, more ions are attracted towards the density “valley” of water. In fact, a very weak peak of Cl\(^-\) ion is observed near the second density valley of water. From these results we can infer...
that the molecular interactions between ion–wall and ion–water play an important role in determining the distribution of ions near the channel wall.

Figure 3 shows the concentration profile of Cl$^-$ ion across the channel for case 2, where the channel width is 3.49 nm and the charge density on the channel wall is $+0.320 \text{ C/m}^2$. Compared to the previous case, the charge density on the channel wall is very high (such a high charge density is realistic in practical systems). The Poisson–Boltzmann equation again underestimates the ion concentration near the channel wall. A clear second peak of Cl$^-$ concentration is observed at a position of about 0.45 nm away from the channel wall, whereas such a peak was very weak in case 1. The second peak is primarily caused by the fact that the ions are very densely packed (as indicated by the high concentration) near the channel wall and the strong electrostatic repulsion between the ions makes it difficult to accommodate more ions in the region within 0.41 nm from the channel wall. As a result, a second peak is observed. Since the ions are more densely packed in the near wall region in this case compared to case 1 (in fact, the average shortest distance between two Cl$^-$ ions within 0.41 nm from the channel wall is found to be 0.54 nm for this case, and 0.69 nm for case 1), the electrostatic repulsion between ions is much stronger compared to case 1—hence, the second concentration peak is more distinct in this case.

The water concentration profile in Fig. 3 shows two interesting features. First, compared to the previous case [see Fig. 2(a)], the first concentration peak of water is about 33% higher. Second, there is an additional water concentration peak located at about 0.44 nm away from the channel wall and the second concentration peak is very close to the second peak of the Cl$^-$ concentration. This result indicates that under high surface charge density, the high concentration of ions near the channel wall can change the concentration of water significantly. Such a change can be partly explained by the hydration of the ions. Typically there will be several water molecules bound to each ion due to the strong charge-dipole interaction between the ion and water. Therefore, a region with very high ion concentration tends to have a high water concentration region near it.

Figure 4 shows the Na$^+$ ion concentration profile across the channel for case 3, where the channel width is 3.49 nm and the charge density on the channel wall is $-0.120 \text{ C/m}^2$. The only difference from the first case is that the wall is oppositely charged and the Cl$^-$ ions are replaced by Na$^+$ ions. We observe that (1) the first Na$^+$ concentration peak near the wall is about 37% lower compared to the Cl$^-$ concentration peak in the first case, (2) the position of the first peak is located at about 0.42 nm away from the channel wall, i.e., about 0.07 nm farther away from the channel wall compared to the first case where the first Cl$^-$ ion peak is located at 0.35 nm away from the channel wall and (3) the second Na$^+$ ion concentration peak is much more distinct compared to case 1. The first ion concentration peak is lower in this case because the attractive interaction between the Na$^+$ ion and the Si wall atoms—which contributes significantly to the high ion concentration near the channel wall—is much weaker compared to the Cl$^-$ ion with the Si wall atoms (see Table I). The second observation can be explained by the fact that though Na$^+$ ion (bare radius about 0.095 nm) is smaller compared to the Cl$^-$ ion, its hydrated radius (0.36 nm) is bigger compared to the Cl$^-$ ion (0.33 nm) as Na$^+$ ion can attract more water molecules around it (the hydration number of Na$^+$ ion is about 4–5 while the hydration number of Cl$^-$ ion is about 1).

The second Na$^+$ concentration peak is primarily caused by the ion–water interactions. Figure 4 indicates that the second ion concentration peak is close to the second concentration valley of water. As explained in case 1, such a water concentration valley is energetically more favorable than the bulk for ions. Since the bare ion radius of Na$^+$ is much smaller compared to the Cl$^-$ ion, the Na$^+$ ion can fit into the water concentration valley more easily compared to the Cl$^-$ ion. Therefore, the second concentration peak of Na$^+$ ion is more distinct compared to the Cl$^-$ ion case. One consequence of the higher second peak of Na$^+$ ion is that the water concentration valley near the second Na$^+$ peak is shallower compared to that observed in the Cl$^-$ ion case (case 1). This is because the Na$^+$ ion has a higher hydration number. Thus, it can bring more water molecules towards the water concentration valley than the Cl$^-$ ion.

B. Modified Poisson–Boltzmann equation

In Sec. IV A we have shown that the wall–ion, water–ion, and ion–ion interactions are important factors influencing the ion distribution in the channel and the ion distribution can significantly influence the water concentration in the channel. The classical Poisson–Boltzmann equation considers these interactions only in a mean-field fashion and fails to account for the molecular nature of the ion, water and the wall (e.g., water is modeled as a continuum with a constant permittivity). In this section, we propose a modified Poisson–Boltzmann equation that takes into account the wall–ion, water–ion, and ion–ion interactions in a lumped manner. The Poisson–Boltzmann equation has been modified previously to incorporate various effects that were neglected in the classical Poisson–Boltzmann equation, e.g., the finite ion size effects, nonelectrostatic interactions, dependence of the permittivity of the solution on the field strength, wall effects, and more recently discrete solvent effects have
been incorporated into the classical Poisson–Boltzmann equation. Many of these modifications were based on statistical mechanics principles, and by incorporating all these effects into the Poisson–Boltzmann equation, it is possible to predict the ion distribution in the channel with good accuracy. However, due to the extremely complicated nature of the ion–wall, ion–water, and ion–ion interactions, a number of simplifications need to be made in the derivation of the modified Poisson–Boltzmann equation and the calculation of the new terms can still be very difficult in many cases. For example, though the wall–ion interaction is considered in Ref. 35, it was not discussed how such a term can be computed in practice (in fact, this term is usually neglected in numerical simulations\(^\text{17}\)). Thus, though these existing modifications to the Poisson–Boltzmann equation can aid in the interpretation of various experimental observations, the development of a comprehensive, easy-to-calibrate and accurate model is still an active area of research.

In this paper, we employ the concept of electrochemical potential correction to account for the interactions neglected in the classical Poisson–Boltzmann equation. At thermodynamic equilibrium, the electrochemical potential of an ion should be constant in the entire system, i.e.,

\[
\mu_i = z_i e \psi + k_B T \log c_i + \phi_{ex,i} = k_B T \log c_{0,i},
\]

where \(z_i\) is the valency of ion \(i\), \(\psi\) is the electric potential in the system, \(c_i\) is the ion concentration, \(\phi_{ex,i}\) is the electrochemical potential correction of ion \(i\), and \(c_{0,i}\) is the concentration of ion \(i\) when the electric potential and the electrochemical potential correction term are zero. Based on Eq. (5), the ion concentration can be expressed as

\[
c_i = c_{0,i} e^{-z_i e \phi_{ex,i} / k_B T} e^{-\phi_{ex,i} / k_B T}.
\]

Substituting Eq. (6) into the Poisson equation (7), we have

\[
\nabla^2 \psi = -\frac{q}{e} \sum_{i=1}^{N} z_i c_i,
\]

\[
\nabla^2 \psi = -\frac{q}{e} \sum_{i=1}^{N} z_i c_{0,i} e^{-z_i e \phi_{ex,i} / k_B T} e^{-\phi_{ex,i} / k_B T},
\]

where \(N\) is the total number of ionic species and is equal to 1 in all our simulations.

The electrochemical potential correction term accounts for the deviation of the ion–water and ion–wall molecular interactions from their values at the channel center. Since the wall–ion interaction via the Lennard-Jones potential is short-ranged, and the water–ion interaction would not deviate significantly in the entire system except at positions very close to the channel wall where the water concentration is not constant, the electrochemical potential correction term is non-zero only at positions close to the channel wall. The precise contribution of ion–water and ion–wall molecular interactions to the electrochemical potential correction term depends on the specific case under study. For example, for case 1, where the ion–wall (Cl\(^{-}\)–Si) interaction is strong, the contribution of the ion–wall molecular interactions to the electrochemical potential correction term is significant, whereas for case 3 the contribution of ion–wall (Na\(^{+}\)–Si) molecular interactions will be minor.

In principle, one can calculate \(\phi_{ex}\) provided the wall–ion, water–ion, and ion–ion interactions can be computed explicitly. However, such a calculation, if possible, is very difficult. For example, to account for the molecular nature of water, the charge–dipole interaction between water and the ion as well as other molecular interactions (e.g., the van der Waals interaction as included in the Lennard-Jones potential) will need to be considered explicitly. In addition, since the water concentration profile in the channel is related to the ion concentration profile [as demonstrated by the correlation between the second peak of the ion concentration with the water concentration valley in Figs. 2(a), 3, and 4], the concentration profiles of water and the ion must be computed self-consistently.

In this paper, we extract the electrochemical potential correction term from the ion concentration profile obtained from MD simulation of a smaller width channel using Eq. (6). Once the electrochemical potential correction term is obtained, one can use it in the modified Poisson–Boltzmann equation (8) to simulate the ion distribution in a bigger channel with the same wall structure and similar surface charge density. In such an approach, one circumvents the difficulty of obtaining a closed form expression for the electrochemical potential correction term by utilizing the MD simulation results.

The accuracy of this approach depends on how significantly the wall–ion and water–ion interactions near the wall change when the channel size and the operating conditions are different (e.g., wall charge density and the wall structure). In fact, if the operating conditions are similar, the interactions will not change significantly. This is because (1) the wall–ion interaction included in the electrochemical potential correction term is the Lennard-Jones potential which depends only on the wall structure and the Lennard-Jones parameters and thus will not change when the channel width is increased; (2) the water–ion interactions depend primarily on the water concentration (i.e., how closely the water molecules are packed). MD simulation results of water concentration profile in channels of different width but with the same surface charge density indicate that the water concentration profile near the channel wall is independent of the channel width. In summary, the electrochemical potential correction term is primarily due to the wall effects (e.g., ion–wall interactions and wall-induced water layering). As these interactions are short-ranged, further addition of water layers in the bulk (corresponding to a wider channel) would not affect the electrochemical potential correction term significantly. Hence, the use of the same electrochemical potential correction term for wider channels can produce reasonably accurate results.

The efficiency of this approach depends on how the MD simulation cost scales when the system size increases, i.e., the approach is only useful when the MD simulation of a smaller channel system can be carried out easily and the computational cost for MD simulation of a larger system is very expensive. This is indeed true since the MD simulation for a smaller channel system (e.g., a 2-nm-wide channel) can...
be done fairly quickly, while the MD simulation of larger system (e.g., a 6 nm wide channel) is much more expensive. Another good example for such a scenario is the nanofluidic system studied by Kemery et al., where nanochannels are connected by microchannels. In this case, the MD simulation of the nanochannels is possible, but the MD simulation for the entire system is impossible.

Figure 5(a) shows the MD concentration profile of Cl$^-$ ion across the channel for case 4, where the channel width is 2.22 nm and the surface charge density on the channel wall is 0.120 C/m$^2$. Figure 5(b) shows the electrochemical potential correction term extracted using Eq. (6). Note that the electrochemical potential correction term is close to zero at about 0.8 nm away from the channel wall. $\phi_{ex}$ reaches a minima at about 0.34 nm away from the channel wall, and this roughly corresponds to the position of the minima of the potential energy due to the Lennard-Jones potential between the wall and the Cl$^-$ ion [see Fig. 2(b)]. This indicates that the electrochemical potential correction term at this position is primarily due to the Lennard-Jones potential between the wall and the Cl$^-$ ion. Using the electrochemical potential correction term shown in Fig. 5(b), the ion distribution in various channels with different widths and similar surface charge density were calculated. Figure 5(c) shows the comparison of Cl$^-$ concentration in a 3.49 nm channel (case 1, charge density: 0.120 C/m$^2$) predicted by MD simulation and by the modified Poisson–Boltzmann equation. Figure 5(d) shows the comparison of Cl$^-$ concentration in a 10.0 nm channel (case 6, charge density: 0.124 C/m$^2$) predicted by MD simulation and by the modified Poisson–Boltzmann equation. The results in Figs. 5(c) and 5(d) suggest that the modified Poisson–Boltzmann equation predicts the variation of the ion concentration near the channel wall very well in all the cases.

V. VELOCITY PROFILES IN ELECTROOSMOTIC FLOW
A. Comparison of continuum and MD simulation results

Figure 6 shows the velocity profile across the channel for case 1, where the channel width is 3.49 nm. The velocity profile based on the continuum flow theory, calculated by substituting the ion concentration obtained from the MD simulation into Eq. (2) and using the boundary condition specified by Eq. (4), is also shown for comparison.

Figure 6 shows that the continuum flow theory prediction using a constant viscosity of 0.743 mPa·s overestimates the velocity in the entire channel. This is because the continuum calculation fails to take into account the fact that the viscosity near the channel wall is much higher compared to its bulk value. As has been reported earlier, the viscosity of water increases dramatically in the near wall region where the ion concentration is high. Such a dramatic increase in viscosity seems to be related to the high electric field strength, layering of the fluid molecules and the high concentration of ions near the channel wall. However, a comprehensive theory accounting for all the effects is not yet available. The question of whether the continuum flow theory based on a constant viscosity can predict the flow behavior in the central part of the channel is an interesting one. We observe that, if the predicted velocity is shifted down by about 22.4 m/s, the continuum prediction matches the MD velocity at a distance of $\delta$ away from the channel wall, i.e., the continuum prediction matches the MD simulation result very well in the central portion of the channel. This is equivalent to saying that if the velocity at a position $\delta$ away from the channel wall is given as the boundary condition to the Stokes equation (2), then the continuum flow theory based on a constant viscosity can still be used to predict the velocity in the central part of the channel. Figure 6 also indicates that the nonslip boundary condition is applicable to the case studied. However, the nonslip plane is not located at the center-of-mass of the innermost layer of the channel walls (i.e., layer 1 in Fig. 1), but is located at approximately 0.14 nm from the channel wall where the water concentration is almost zero.
Comparison of velocity obtained from MD simulation and continuum flow theory for case 4, where the channel width is 2.22 nm, also indicates that though the continuum flow theory based on a constant viscosity overestimates the velocity in the entire channel, it can be used to study the flow behavior in the central part of the channel provided that the velocity at a position $\delta$ away from the channel wall is given. It is also observed that the nonslip plane is located at approximately 0.14 nm from the channel wall. This is similar to what Travis et al. [12] had observed for Poiseuille flow of Lennard-Jones atoms in various channel widths where the nonslip plane is located at the position closest to the channel wall that a fluid atom can approach and is independent of the channel width.

Figure 7 shows the velocity profile of water across the channel for case 5, where the channel width is 0.95 nm and the surface charge density is 0.124 C/m$^2$. The negative velocity close to the channel wall is statistical noise.

Figure 7. Velocity profile across the channel for case 5 ($W=0.95\,\text{nm}, \sigma_i = 0.124\,\text{C/m}^2$). The negative velocity close to the channel wall is statistical noise.

\[ \mu(z) = \frac{\tau_{xz}(z)}{du/dz} \]  

(10)

Figure 8 indicates that the shear viscosity, computed by assuming a local, linear constitutive relationship between shear stress and strain rate, diverges at $z \approx 0.14$ nm and becomes negative in the region 0.09 nm $< |z| < 0.14$ nm. These unphysical results indicate that the continuum flow theory, which assumes that the shear stress can be related to the strain rate by a local constitutive relationship, is not valid for electroosmotic flow in a 0.95 nm wide channel.

B. Embedding MD velocity into continuum modeling

The results in Sec. V A indicate that the continuum flow theory is not valid for electroosmotic flow in a 0.95 nm wide channel. However, continuum theory can be used to describe flow in channels wider than 2.22 nm, provided that viscosity variation near the channel wall is taken into account. It is, however, very difficult to obtain a closed form expression for viscosity variation near the channel wall. To simulate electroosmotic flow in wide channels, where MD simulation can be very expensive, one possible way is to first do an MD simulation in a smaller channel under similar conditions (e.g., using the same wall structure and charge density as a wider channel) and then extract the viscosity from the MD data by using Eqs. (9) and (10). The extracted viscosity can then be used in continuum theory to model flow in a wider channel. In this approach, one assumes that the viscosity near the channel wall would not change appreciably when the channel width increases. This assumption typically holds since viscosity depends on the fluid properties and ion concentrations near the channel wall, and these parameters would not change significantly when the channel width changes provided that other operating conditions (e.g., wall structure and wall charge density) do not change significantly or remain the same. The extraction of viscosity from molecular dynamics data using Eq. (10) can be difficult as one needs to compute the derivative of the velocity obtained from MD data. Since the velocity obtained from the MD simulation is
usually very noisy, unless the simulation is carried out for a relatively long period (e.g., case 4 has been simulated for 6.1 ns using about 200 CPU hours, but the statistical noise in the velocity profile near the channel wall is still observable), the derivative of the velocity would be even noisier leading to a significant noise in the extracted viscosity. It is possible to smooth the velocity data using a filter, but this may introduce additional errors into the viscosity estimation. An alternative approach is to embed the near wall velocity obtained from an MD simulation of a smaller channel into the continuum modeling of a larger channel. This approach is described below.

Figure 9 presents details on the simulation of electroosmotic flow in a large channel using the velocity obtained from MD simulation of electroosmotic flow in a small channel. For any position within $\delta'$ from the nonslip plane, the velocity in the large channel is obtained by embedding the MD velocity obtained for the electroosmotic flow in a small channel. Once the velocity at $z = \delta'$ is obtained, it is used as the boundary condition for the continuum flow modeling in the central portion of the large channel using a constant viscosity. To embed the small channel MD velocity $\bar{u}$ within $\delta'$ from the nonslip plane into the simulation of flow in a large channel, we first integrate the momentum equation (2) from the channel center ($c''$ is the center of small channel and $c'$ is the center of the large channel) to a position $z$

$$\frac{d\bar{u}}{dz}|_{z=c''} = \int_{c''}^{c'} -\bar{u} q\bar{c}(s)E_{\text{ext}} ds,$$

$$\frac{d\mu}{dz}|_{z=c'} = \int_{c'}^{z} -\bar{u} q\bar{c}(s)E_{\text{ext}} ds,$$  

where $\bar{u}$, $\bar{c}$, and $E_{\text{ext}}$ are the velocity, the ion concentration and the external electric field at any position $z$ in the small channel, respectively. $\bar{u}$, $\bar{c}$, and $E_{\text{ext}}$ are the velocity, the ion concentration and the external electric field at any position $z$ in the big channel, respectively. Using the symmetry of the velocity profile with respect to the channel center

$$\frac{du}{dz}|_{z=c''} = \frac{d\bar{u}}{dz}|_{z=c'} = 0.$$  

Dividing Eq. (12) by Eq. (11) and applying Eq. (13) gives

$$\frac{d\bar{u}}{dz} = \frac{\int_{c'}^{z} -\bar{u} q\bar{c}(s)E_{\text{ext}} ds}{\int_{c'}^{c''} -\bar{u} q\bar{c}(s)E_{\text{ext}} ds},$$

where $F(z)$ is defined by

$$F(z) = \frac{\int_{c'}^{z} -\bar{u} q\bar{c}(s)E_{\text{ext}} ds}{\int_{c'}^{c''} -\bar{u} q\bar{c}(s)E_{\text{ext}} ds}.$$  

Integrating Eq. (14) from the nonslip plane (i.e., $z = 0$) to any position $z$, and using the fact that the velocity is zero at the nonslip plane, we obtain

$$\bar{u}(z) = \int_{s=0}^{z} F(s) \frac{du}{ds} ds = \int_{s=0}^{z} F(z) u(z) - \int_{0}^{z} dF(s) \frac{du}{ds} u(s) ds.$$  

Equation (16) can be used to compute the velocity near the channel wall in large channels. Note that no derivatives of the MD velocity in the small channel are needed. Instead, one needs to calculate the derivative of the function $F(z)$. $F(z)$ is obtained by integrating the ion concentration and it is much easier to obtain good statistics for ion concentrations in MD simulations. In principle, Eq. (16) can be applied in the region from the nonslip plane to the center of the small channel (i.e., point $c''$ in Fig. 9). However, Eq. (16) is used only in the region within $\delta'$ from the channel wall. There are two reasons for this: First, evaluation of the function $F(z)$ is difficult as we approach the center of the small channel because the integration term in the denominator is close to zero. Second, since the viscosity variation is important only near the channel wall, we can use a constant viscosity in the region $\delta'$ away from the nonslip plane instead of embedding the MD velocity. In our simulations, $\delta'$ is taken to be 0.64 nm since MD simulations indicate that the viscosity variation beyond this length scale is small. As mentioned earlier, the nonslip plane is typically located at 0.14 nm from the channel wall. Hence, the region in which the velocity is obtained from the embedding technique is $\delta' = 0.78$ nm from the channel wall for the larger channel.

Figure 10 shows the velocity profile across a 10.0 nm channel (case 6) obtained by using the approach just described. The velocity within the $\delta$ distance from the channel wall is embedded using Eq. (16) and the MD velocity of a 2.22 nm channel. The velocity in the central portion of the channel is computed by using a constant viscosity of 0.743 mPa s. Though there is considerable noise in the MD velocity profile for case 4 (i.e., in the MD velocity of a 2.22 nm channel), the velocity obtained by using Eq. (16) matches the MD simulation results quite well.
VI. CONCLUSIONS

Electroosmotic flow in nanochannels with widths ranging from 0.95 to 10.00 nm has been investigated by MD and continuum simulations. Our results indicate that:

1. For the various cases studied in this paper, the finite size of the ions and the discreteness of the solvent molecules have been found to significantly influence the ion distribution in the channel. Since the classical Poisson–Boltzmann equation neglects these effects, it fails to predict the ion distribution near the channel wall accurately. A modified Poisson–Boltzmann equation is proposed to account for the molecular aspects of the ion–wall, ion–fluid, and ion–ion interactions by introducing an electrochemical potential correction term into the formulation of the Poisson–Boltzmann equation. The electrochemical potential correction term is extracted from the ion distribution in a smaller channel obtained from MD simulations. Using the electrochemical potential correction term, the modified Poisson–Boltzmann equation has been shown to predict the ion distribution in nanometer wide channels with good accuracy.

2. The continuum flow theory can be used to analyze electroosmotic flow in channels as small as 2.22 nm provided that the viscosity variation near the channel wall is taken into account. Instead of extracting viscosity near the channel wall from MD simulations, we have developed a technique where MD velocity from a smaller length scale channel is embedded into a larger length scale channel to compute velocity near the channel wall. We have shown that this technique gives good results when MD velocity from a 2.22 nm channel is embedded into simulation of larger channels with widths of 3.49 and 10 nm.

3. The continuum flow theory breaks down in the entire channel for electroosmotic flow in a 0.95 nm channel (this channel width is about 3.4 times the size of the water molecule).
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