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Abstract—Using a parallel implementation of the direct simulation Monte Carlo (DSMC) method, periodic MEMS microfilters are studied in detail. The dependence of the flow characteristics on geometry, Knudsen number, pressure difference, spacing between the filter elements, and accommodation coefficients is investigated. By comparing DSMC results with the widely used analytical formulas, the validity range of the analytical approaches is evaluated. The simulation results show that velocity slip exists both on the filter channel walls and on the filter membrane and results in an increased flow rate. Velocity slip increases strongly with decreasing accommodation coefficients. For long channels, this results in a strong increase in flow rate; whereas for short channels, the increase in flow rate is limited. For the filter separations considered in this paper, we observe that separation between filter channels does not influence the flow rate within each channel.
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I. INTRODUCTION

RECENT advances in MEMS technology have enabled the fabrication of a number of microfluidic applications [1]–[5]. In many of these MEMS applications, the operation and performance of the microdevice depends directly or indirectly on gas dynamics. The role of the gas flow on the performance of microbearings, oscillating thin films, comb drives, hard-drive heads, and microthrusters has been investigated before [6]–[9]. This paper reports on gas flow through microfilters.

Microfluidic filters have been demonstrated and investigated experimentally [4]. The filters were fabricated by opening holes of about 5 μm radius on a 1-μm-thick silicon membrane. The membranes were coated with a polymer layer to obtain a burst pressure of about 0.25 atm. The opening ratio (defined as the ratio of the open area of the filter to the total area) of these filters was about 20%. Some work has also been reported on filter-like structures with 100-nm openings for liquid- and gas-based applications [5]. Even though these filters had a smaller opening ratio, they were tested for a much larger pressure difference of 1.17 atm.

The experimental studies on microfilters are of great importance as they demonstrate that filters can be made sufficiently thin and strong to provide useful flow rates. Higher flow rates are always desirable, as they allow for filtering of larger volumes in a given time. The flow rate of a filter can be increased by using a larger pressure difference, a larger opening ratio, or a thinner filter membrane. However, there are a number of trade-offs involved. For example, the maximum pressure difference that can be applied is limited by the burst pressure of the filter. The burst pressure can be increased by increasing the membrane thickness or by reducing the opening ratio—both of which result in a lower flow rate. The pressure difference may also be limited by power-consumption requirements and by the capabilities of MEMS pumps. These limitations necessitate the optimization of filter parameters for obtaining the maximum flow rate.

The small dimensions encountered in microfilters imply that the flow is rarefied in these devices. The amount of rarefaction is quantified through Knudsen number (Kn), which is defined as the ratio of the mean free path of gas molecules to a characteristic length. As the device dimensions get smaller, the Kn and the rarefaction effects will increase. Due to the limits on pressure, the flow velocity is subsonic in microfilters, i.e., high Mach numbers (M) are not achieved. Thus, the microfilters generally operate in a high-Knudsen/low-M regime. As the characteristic device dimensions shrink, the high-Knudsen/low-M flow regime becomes increasingly common. Thus, the methods developed for studying microfilters can be applied to a large number of microfluidic flows.

The direct simulation Monte Carlo (DSMC) method is widely employed for simulation of flows with 0.1 < Kn [12], [13]. This technique was previously used for investigation of gas flow in MEMS devices [10], [11]. However, much of the previous work was limited to transonic and supersonic flows and simple two-dimensional (2-D) channel structures. For microfilters, the flow velocity is much lower and the filter channels have a smaller length-to-height ratio. In many cases, the flow can no longer be assumed to be fully developed. To model these effects, in this paper, complete devices with small pressure differences are considered. This increases the computational load and necessitates the use of parallel computers.

We have developed a parallel implementation of the DSMC method (referred to as pDSMC in the rest of this paper) to simulate microfilters in realistic times.

A. Why Is DSMC Needed for Microflow Simulation?

Gas flow needs to be simulated using different physical models depending on the Kn. The classification of the flow regimes and the need for using appropriate models in each flow regime is well known [7], [10], [18] and is summarized in Table I. Boltzmann’s equation is valid in all Kn regimes, but for Kn < 0.1, microscale gas flows can be modeled...
more conveniently by the Navier–Stokes equations. For $0.01 < K\eta < 0.1$, Navier–Stokes equations need to be used with first-order slip boundary conditions. For $K\eta > 0.1$, it is necessary either to use equations that represent the higher order moments of the Boltzmann equation, such as the Burnett equations, or to solve the Boltzmann equation itself. Burnett equations are applicable in the lower $K\eta$ range of the transition regime. Solution of the linearized Boltzmann equation has also been studied in detail. However, both of these methods present difficulties for application to general geometries.

Considerable work on slip boundary conditions has appeared in the literature. Various second-order slip boundary conditions for use with the Burnett equations have been presented and compared [7]. The lack of agreement on the coefficients in the expression for the second-order slip boundary conditions presents difficulties. In [7], it was demonstrated that all models have errors in predicting the normalized velocity profile, and that a tradeoff between the accuracy of the flow rate and the normalized velocity profile exists. In an alternative approach [7], a higher order boundary condition and a scaling law for viscosity for use with the Burnett equations were proposed. Using this model, it was shown that both the velocity profile and the flow rate can be reproduced for channel, pipe, and duct flows. However, the applicability of this approach is limited, as it employs variables that are in general used as fitting parameters.

The DSMC technique is applicable in all $K\eta$ regimes and has been shown to simulate an equation close to the Boltzmann equation [14]. It can capture all of the rarefraction effects correctly without using any fitting parameters. In addition, it is relatively easy to include additional physics, such as surface reactions and ionization. Although DSMC is computationally intensive, it can be efficiently parallelized, and practical turn-around times can be achieved. The issues encountered in applying DSMC to microflows are further discussed at the end of Section II.

### II. SPECIFICS OF THE DSMC IMPLEMENTATION

DSMC is a statistical and particle-based method in which a number of representative particles are followed in space and time. Each simulated particle represents $w_p$, real particles, where $w_p$ is the particle weight. The time evolution of particle positions and velocities are simulated separately. Time is divided into small steps of $\Delta t$, which needs to be smaller than the average time between collisions in order to obtain accurate results. During each time step, the simulated particles undergo free flight without interacting with other particles. If during the free flight a simulated particle hits a surface, its velocity is updated as dictated by the surface model employed. At the end of the time step, the simulated particles undergo collisions according to a statistically accurate collision model. To implement the particle–particle collisions, the simulation domain is divided into a number of cells, and the collision partners are selected according to a collision model from the particles that are in the same cell.

The mean flow properties are obtained as local averages of the individual particle properties. For example, in this work, the mean properties of the flow were estimated for each collision cell. The number of samples that needs to be taken depends on the noise level desired. As with any statistical method, noise is inversely proportional to the square root of the number of samples. The applications considered in this paper require a large number of samples, since the mean velocity is typically much smaller compared to the thermal velocity of the particles. For this reason, it is important to specify the maximum noise level that will allow the desired accuracy. In this work, the maximum noise level on the velocity estimates is about 1.0 m/s. However, it is clear that for cases where a much smaller noise level is desired, the number of samples can become prohibitive.

Our implementation of DSMC follows the fundamental principles outlined in [12]. Specifically, the no-time-counter algorithm has been used to select collision partners. The variable-hard-spheres (VHS) model was used for calculating the collision cross-sections and the final velocities. Internal degrees of freedom of the molecules were ignored. The applicability of the VHS model and the validity of ignoring the internal degrees of freedom were checked by comparing the results with simulations that use a variable-soft-spheres model with the internal degrees of freedom. A constant time step and a constant particle weight were used for all the simulations. A particle cloning technique was employed to decrease the computational time required to simulate the transient [15].

Collision of particles with surfaces can be modeled by using several models. The simplest model assumes diffusive scattering. However, this model fails under a number of conditions. For example:

1) when the surface under study is smooth, i.e., the surface root mean square roughness is small and thoroughly outgassed;
2) when the gas molecules are much lighter compared to the surface molecules;
3) when the translational energy of the gas molecules with respect to the surface is large [12].

The first two cases provide an interesting opportunity for MEMS devices, since MEMS fabrication processes can yield smooth and clean surfaces. Under the listed conditions, the state of the reflected particle depends on the state of the incoming particle, in which case the surface is said to have incomplete accommodation. The Cercignani–Lampis model has been used to capture the effects of incomplete accommodation [16], [17]. In this model, tangential and normal energy accommodation coefficients are used to model the interaction of a given surface–gas pair. The accommodation coefficients summarize the details of interaction of gas molecules with a given surface and

| $0 < K\eta < 0.01$ | Continuum flow | Navier-Stokes equation |
| $0.01 < K\eta < 0.1$ | Slip flow | Navier-Stokes + slip BC |
| $0.1 < K\eta < 10$ | Transition regime | Boltzmann equation |
| $10 < K\eta$ | Free flow | Collisionless Boltzmann eqn. |
depend on the details of preparation of the surface. Thus, these parameters cannot be estimated easily and shall be treated as parameters that will be obtained experimentally.

The microfluidic geometry is defined as a collection of volumes enclosed by analytical surfaces that are defined in computational boxes. Complex device geometries are represented as a combination of these volumes. For implementing the collisions, uniform Cartesian cells were defined within the computational boxes. Thus the representation of cells and surfaces is independent. Although not used in this work, partial cells are accounted for by calculating the volume of the part remaining in the simulation domain. This approach to the definition of the cells and the simulation domain enables efficient checking of particle–surface interactions without having to trace the particles from cell to cell. Cartesian cells are an efficient method for implementing collisions and allow for efficient parallelization.

To enforce boundary conditions at the input and the output, the simulation domain is interfaced with a gas stream that extends outside of the simulation domain. Boundaries with a stream outside the simulation domain are implemented by injecting particles from the interface into the simulation domain and removing any particles that leave the simulation domain. The injected particles are sampled from a displaced Maxwellian distribution with the local pressure, temperature, and velocity of the interface. To simulate a low-velocity pressure-driven flow, the boundary pressure and temperature were fixed and the local mean velocity was updated by extrapolation of the estimates that develop close to the interface. The effect of fixed temperature was verified to be negligible via a comparison with a simulation for which the temperature was updated self-consistently in the same manner.

DSMC has been used extensively in simulation of rarefied flows. However, for its application to flows in MEMS devices, several difficulties exist. The first one is due to computational cost associated with the large number of samples required for low-velocity flows. This can be alleviated, to a certain extent, by using efficient techniques in implementing DSMC together with parallelization. In addition, statistical properties of the method can be utilized to extract information about the behavior of a given system from seemingly noisy data. However, in general, this issue presents a limitation for the applicability of DSMC to very low-speed flows. The second difficulty in applying DSMC to microfluidics is the requirement of accommodation coefficients. Even though tabulations of experimental accommodation coefficients are available for some materials, the need for experimental data limits the predictive capability of DSMC.

III. PARALLEL IMPLEMENTATION OF DSMC METHOD

Parallel supercomputers are required for realistic device simulations using DSMC. The design of a parallel program is influenced strongly by the target architecture. In this work, a parallel implementation of the DSMC method is developed for distributed memory parallel computers. In such architectures, a large number of processors (CPUs) are connected with communication hardware of varying complexity and speed. Message passing is a common communication paradigm that can be realized on both distributed and shared memory computers. Standard message-passing interfaces and libraries ensure portability of the code across various platforms. \( \mu \text{MC} \) uses the message passing interface and associated libraries for communication between the processors.

Domain decomposition methods were used previously for parallelization of the DSMC algorithm [19], [20]. The DSMC method is suitable for parallelization by domain decomposition, as all the information necessary for particle movement and collisions is localized to cells. During the implementation of a time step in each cell, only the information about particles in that cell, maximum collision probability, and the average number of particles in that cell are required. The interaction of particles with surfaces can also be checked by using local information.

The key issues in the parallel implementation, namely, the domain decomposition and the communication steps, are discussed below in more detail, and the approach taken in \( \mu \text{MC} \) is explained.

A. Domain Decomposition

In the domain decomposition step, the simulation domain is broken into several subdomains, and each subdomain is assigned to a separate processor. In the \( \mu \text{MC} \) program, the decomposition is performed by dividing the boxes used for the definition of the geometry into slices along a decomposition axis, which is specified by the user for each box. This method is illustrated in Fig. 1(d) and (e). The size of these slices is determined such that load balancing will be achieved when these slices are assigned to processors. For determining the size of each slice, computational load per unit length is measured in each box as a function of position on the decomposition axis. In \( \mu \text{MC} \), an estimate of particle density per unit length is used as the load measure. This simple load measure was observed to give satisfactory results.

B. Communication

Most of the communication required in a parallel implementation of DSMC with domain decomposition is to account for particles that change CPUs. The information of such particles has to be exchanged between CPUs at every iteration. The communication scheme resulting from a sample decomposition is shown in Fig. 1(f). The links denote CPUs that exchange messages at every iteration. Two CPUs exchanging particles will be called neighbors. In \( \mu \text{MC} \), each CPU sends to each of its neighbors one data packet containing the position, velocity, and type of the outgoing particles.

Typically, additional communication is necessary for adapting the cell sizes and particle weight to local properties. If a cell refinement on a particular CPU reduces the number of particles per cell below the acceptable limit, other CPUs must be informed that a particle cloning is required. For this reason, a global communication operation is performed after each period of mean free path estimation. Also, prior to domain decomposition, the estimates for load per unit length are passed on to each CPU by a global communication operation.

The communication overhead can be avoided to a certain degree if communication is overlapped with computation. The approach taken in \( \mu \text{MC} \) is depicted in Fig. 2. The program initializes the communication step after the final positions of the


**Fig. 1.** A sample geometry representation, domain decomposition, and resulting communication scheme is shown. Continuous, dotted, and dashed lines denote reflective, transparent, and boundary surfaces, respectively. Dot-dashed surfaces are used to denote boundaries of subboxes.

**Fig. 2.** Sketch showing the placement of communication steps within the DSMC algorithm.

Particles are calculated, and communication is overlapped with the calculations necessary to determine the cells of the particles. Next, the messages are received and the cells of the incoming particles are determined.

### C. Scaling Characteristics

The parallel performance of $\mu$MC was tested using a two-dimensional channel simulation. Two tests, with different loading conditions, were made. In the first test (defined as the scaled load case), the problem size was increased proportionally to the number of CPUs. That is, the length of the channel simulated on each CPU was kept constant, and the total channel length was increased accordingly. In the second test (defined as the constant load case), the problem size was kept fixed and the number of CPUs was changed. In this case, the length of the channel assigned to each CPU decreases with an increasing number of CPUs. The tests were made on the NT-Supercluster of NCSA.

For the scaled load case, the speedup is defined as $N \times T_{s} / T_{PN}$, where $N$ is the number of CPUs, $T_{s}$ is the simulation time of the serial code using channel length $l$, and $T_{PN}$ is the parallel simulation time with $N$ CPUs using a channel of length $N \times l$. For the constant load case, the speedup was defined as $T_{s} / T_{p}$, where $T_{p}$ and $T_{s}$ are the parallel and serial simulation times, respectively.
The measured scaling characteristic is shown in Fig. 3. When the problem size is increased with the number of CPUs, the scaling characteristics exhibit a linear curve for up to 64 CPUs. In this range, no sign of saturation in speedup is observed; however, the slope is less than one, indicating the presence of overhead from parallelization. For the fixed load case, the speedup curve goes above the linear line with slope 1, which can be attributed to the fact that total memory bandwidth increases with the increase in the number of CPUs.

These results demonstrate that the $\mu$MC implementation achieves good scaling on distributed memory architectures. All of the simulations reported in this paper were run on parallel machines utilizing up to 64 CPUs.

IV. CODE VALIDATION

The $\mu$MC code was validated by comparing DSMC results with analytical solutions for rarefied channel flow. Analytical solutions for the rarefied channel problem using first-order slip boundary conditions were given earlier by Arkilic et al. [8]. These results were verified to match with DSMC solutions when $Kn < 0.16$ [10].

For purposes of comparison, a pressure-driven flow in a 1-$\mu$m-high and 5-$\mu$m-long channel was simulated at conditions such that the $Kn$ at the output was 0.03 and the input-to-output pressure ratio was 1.193. Under these conditions, DSMC results are expected to match the first-order slip solution. The plots for velocity and pressure along the midline of the channel are shown together with the analytical solution in Figs. 4 and 5. The simulation was run on a parallel machine with 32 CPUs. Good agreement is observed, thus validating the $\mu$MC implementation.

In addition to the channel test, the viscosity of the working gas at 300 K was estimated from a simulation of Couette flow, as described in [12]. Several runs were made using different particle weights, each resulting in a slightly different cell size. The estimates of viscosity varied by $\pm2\%$ around the expected value.

V. SIMULATION OF MICROFILTER ELEMENTS

The flow characteristics in microfilters under rarefied flow conditions are studied in this section. The filter element studied is shown in Fig. 6. The surfaces shown with bold lines, G and J, correspond to the physical filter surfaces, where fully accommodating diffusive reflection boundary conditions are applied, unless specifically mentioned otherwise. The length and height of the filter channel are denoted by $L_c$ and $h_c$, respectively. The geometry includes an input region of length $l_{in}$ and an output region of length $l_{out}$. Periodic boundary conditions are applied on surfaces C, D, E, and F to properly simulate a periodic array of filter elements. Fixed pressure boundary conditions are applied along surfaces A and B as described in Section II. The temperature of the input and output streams was kept at 300 K. In all cases, the pressure at the output (B) was held at atmospheric pressure, and the input pressure was varied for changing the pressure difference. A pressure difference of 0.3 atm was used...
in all the simulations, except for the ones that were performed for investigation of dependence of flow rate on the pressure difference.

A time step of 10 ps was used in all the simulations. Particle weight was chosen to satisfy the requirements on minimum particles per cell. Three cloning operations were performed at 0.8, 1.2, and 1.4 μs. Another 0.4 μs was simulated before the averaging was started. The averages were collected for at least 0.6 μs. To reduce noise, for cases with low velocity, this was increased to 1.7 μs. Nitrogen was used as the working fluid.

Dimensions of various filter elements used in this work are listed in Table II. Due to the limited computational resources, it was not possible to arbitrarily extend the input and output regions. If the input and output regions are too short, the flow rate will be affected, as the boundary conditions described in Section II are suitable only for developed flows. To check whether the output section length is adequate, a commercial finite-element Navier–Stokes solver (ANSYS 5.3), with no-slip boundary conditions, was used to simulate filter 1, whose dimensions are given in Table II. The simulation was repeated with the output section length (l_{out}) increased to 20 μm. The results exhibited only a 1% change as compared to the original geometry. This implies that the length of the output domain used in our DSMC simulations is adequate. Except for the fact that there was no slip with the ANSYS 5.3 simulator, the qualitative behavior of the Navier–Stokes and the DSMC solutions showed agreement.

A. Flow Characteristics in Varying Filter Dimensions

1) Effect of Channel Length: The dependence of the flow characteristics on the channel length was investigated using filters 1, 2, and 4, which have the same channel height of 1 μm and channel lengths of 1, 5, and 10 μm, respectively (see Table II). The results of this study are shown in Figs. 7–11 along various cross-sections. To facilitate comparison, the x- and y-axes are shifted so that the center point of the channel is at x = y = 0.

Filters 1 and 3 were simulated on 195-MHz nodes using 64 and 11 CPUs, and filter 5 was simulated on 250-MHz nodes using 16 CPUs. The run times for filters 1, 3, and 5 were 26.7, 37.9, and 25.1 h, respectively. The run times of other simulations were in the same range. If these simulations were done on serial computers, the run times would have been approximately 1700, 420, and 400 h for filters 1, 3, and 5, respectively. Thus, parallel computers are inevitable to enable investigation of the flow features in microfilters using the DSMC technique.

Filter 1 has the smallest l_{in}/h_{c} ratio of the filters studied; thus the presence of undeveloped flow can be easily observed. For this filter, the pressure drop is nonlinear and extends beyond the membrane channel. The pressure drop in filters 1, 2, and 4 is shown in Fig. 7, and a closeup of the pressure drop in filter 1 is shown separately in Fig. 8. The nonlinear pressure drop in filter 1 is attributed to the undeveloped nature of the flow within the channel. The presence of undeveloped flow in filter 1 can also be observed in the velocity curve in Fig. 9. The flow in filters 2 and 4 is developed for a large section of the channel. This results in a linear pressure drop and a smoothly increasing velocity profile. The nonlinear pressure drop that is expected in compressible channel flows is not observed due to the small input-to-output pressure ratio. As a result, it can be concluded that for these filters, the pressure drop is very close to linear, unless the length-to-height ratio introduces effects due to undeveloped flow.

Velocity slip is observed for all the filters studied. The slip velocity on the channel walls is shown in Fig. 10. At the entrance and exit of the channel, undeveloped flow causes rapid change in slip velocity. Beyond these regions, slip velocity increases as expected from fully developed channel flow of gases [10]. Slip is also observed on membrane walls at the entrance and exit (see Fig. 11). The presence of slip on the membrane walls is due to the high local Kn close to the channel entrance. For filter 1, the local Kn at point p7 in Fig. 6, based on the variation of the y component of velocity, is 0.11.

The accommodating diffusive surfaces G and J act as a constant temperature heat bath that can supply energy to the expanding gas. The amount of energy transferred depends on the input pressure, pressure ratio, and degree of irreversibility. For filter 1, the energy transferred to and from the membrane surfaces G and J was estimated by summing the energies of all particles that hit these surfaces before and after the reflection. The result shows a net energy transfer of 31 W/cm² to the gas. For a real membrane with finite heat capacity, this energy transfer will result in cooling of the membrane. To prevent freezing of water vapor on the filter, this energy will need to be supplied by heating either the incoming flow or the filter membrane, unless the input gas is completely free of water vapor.

As shown in Fig. 12, for filter 1, a temperature drop of about 10 K is observed in the channel. This temperature drop can be attributed to the thermal energy being converted to the kinetic energy of the flow [7]. The resulting temperature change invalidates the isothermal flow assumption used in some analytical approaches for long channel problems. However, for filter 2 the temperature drop is not as strong and for filter 4 no temperature drop was observed. So isothermal flow assumption may still be applicable for filters 2 and 4. The temperature in the channel was constant at 300 K for the other filters listed in Table II.

2) Effect of Knudsen Number: The effect of Kn was investigated by studying filters 1, 3, and 5. The channel length l_{in} was kept constant at 1 μm and the channel height was set to values of 1, 0.2, and 0.05 μm, resulting in Kn of 0.054, 0.27, and 1.1, re-
Table II: Dimensions of Various Filters Studied and Flow Rates at $\Delta P = 0.3$ atm

<table>
<thead>
<tr>
<th></th>
<th>Filter-1</th>
<th>Filter-2</th>
<th>Filter-3</th>
<th>Filter-4</th>
<th>Filter-5</th>
<th>Filter-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_c (\mu m)$</td>
<td>1</td>
<td>1</td>
<td>0.2</td>
<td>1</td>
<td>0.05</td>
<td>0.2</td>
</tr>
<tr>
<td>$l_c (\mu m)$</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>10</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$h_p (\mu m)$</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$l_{in} (\mu m)$</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$l_{out} (\mu m)$</td>
<td>7</td>
<td>7</td>
<td>5</td>
<td>7</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>$Kn_{out}$</td>
<td>0.054</td>
<td>0.054</td>
<td>0.27</td>
<td>0.054</td>
<td>1.1</td>
<td>0.27</td>
</tr>
<tr>
<td>Flow rate from DSMC ($m^3/(s - m^2)$)</td>
<td>16.2</td>
<td>6.10</td>
<td>2.59</td>
<td>3.26</td>
<td>0.682</td>
<td>1.46</td>
</tr>
<tr>
<td>Channel flow rate from formula 1 ($m^3/(s - m^2)$)</td>
<td>32.9</td>
<td>6.58</td>
<td>2.47</td>
<td>3.29</td>
<td>0.432</td>
<td>1.24</td>
</tr>
<tr>
<td>Reynolds number estimate</td>
<td>5.7</td>
<td>2.1</td>
<td>0.18</td>
<td>1.1</td>
<td>0.048</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Fig. 7. Pressure along midline of the channel (line p1–p2 of Fig. 6).

Fig. 8. Pressure along midline of the channel for filter 1 (line p1–p2 of Fig. 6).

respectively. Results for filters 1, 3, and 5 are compared in Figs. 13 and 14 along various cross-sections ($x$- and $y$-axes are shifted as before). The velocity along the midline drops sharply as channel height is decreased. However, due to larger rarefaction, the slip velocity does not drop as strongly. The result is a flatter flow profile as shown in Fig. 14. Thus, for higher values of $Kn$, the contribution of slip velocity to the flow rate is higher.

3) Flow Rates: From a system designer’s point of view, the flow rate obtained from a filter is one of the most important characteristics. It is necessary to know when and to what extent simple analytical formulas will be adequate, when the Navier–Stokes solvers are valid, or when DSMC simulators are required. In this paper, DSMC results are compared with the analytical results for rarefied long channel flows, in order to gain insight. For a long channel, for which the length over height ratio is much greater than one, the volumetric flow rate at the input for an array of channels is given by [8]

$$\dot{V} = \frac{h_c^3 \mu P_0^2 P^2 - 1 + 12\pi Kn(P - 1)}{24\mu l_c}$$  \hspace{1cm} (1)

where
- $P_0$ output pressure;
- $\mu$ viscosity;
- $l_c$ channel length;
- $P_{in}$ input pressure;
- $\sigma$ momentum accommodation coefficient, and $P = P_{in}/P_{out}$.

This formula was derived using a first-order slip boundary condition [8]. Flow rates obtained from the DSMC simulations and the estimates obtained using the above analytical formula are listed in Table II.
For filters 1, 2, and 4, the simulated flow rates are smaller than the analytical estimates by 50.8%, 7.3%, and 0.9%, respectively. The observation that for filters 1, 2, and 4 the analytical estimates are larger than the DSMC solutions indicates that the entrance effects are dominant, and thus result in a decreased flow rate. For filter elements 3, 5, and 6, flow rates obtained by DSMC are larger than those calculated using the analytical formula by 4.8%, 57.9%, and 17.7%, respectively. This difference can be attributed to rarefaction effects. The slip velocity and rarefaction effects are underestimated by the 2-D analytical model.

For $Kn > 0.10$, a disagreement between continuum and DSMC results is expected [8]. These results support the result that for $Kn < 0.10$, the analytical approach is adequate for membranes with long channels, and in other cases Navier–Stokes solvers with slip boundary conditions will be adequate. For $Kn > 0.10$, DSMC simulation is required to capture the rarefaction effects.

**B. Dependence of Flow Rate on Pressure Difference**

The dependence of the flow rate on the pressure difference is an important characteristic for microfilter elements. This behavior will affect the design of filter membranes. Especially early in the design cycle, this knowledge will be important to enable selection of an operational pressure difference range and a range of filter thicknesses.

It is necessary to evaluate the pressure-difference flow-rate characteristics in the presence of effects due to undeveloped flow and rarefaction. For this purpose, a test of dependence of the flow rate on the pressure difference was made by simulating filters 1 and 3 at different pressures. The output was kept at 1 atm and the input pressure was varied as shown in Fig. 15. In the same plot, the estimates from (1) are also shown.

For the pressure range studied, the dependence of flow rate on the pressure difference obtained by DSMC and by a 2-D channel approximation [(1)] are similar. For filter element 3, the
agreement between DSMC and 2-D channel results is again observed. For filter 1, even though there is a large disagreement on the value of the flow rate, there is an agreement on the general behavior. By using an effective length that is larger than the actual length, the result from (1) is shown to match the DSMC results for filter 1 (see Fig. 15). The effective length used was $L_e = 1.96 \mu m$, as compared to the real length of $L e = 1 \mu m$. The design implication is that the gain in flow rate obtained by reducing the filter length decreases as the length is reduced. Furthermore, since the behavior exhibited in Fig. 15 is very close to linear, the optimal operational pressure of the filter will simply be the burst pressure with some margin for safety.

C. The Role of Accommodation Coefficient in Microfluidics

Incomplete accommodation is observed on very clean and smooth surfaces, or for cases where the surface atoms are much heavier than the gas molecules [8], [12]. In MEMS applications, microfabrication techniques can provide methods to engineer the surface material for achieving lower accommodation coefficients. To predict the effects of incomplete accommodation, flow characteristics in microfilters were simulated using the Cercignani–Lampis model [16] for surface scattering. For the simulations, tangential and normal energy accommodation coefficients were taken to be equal, that is, $\alpha_t = \alpha_n = \alpha$ was assumed. All physical surfaces (surfaces G and J in Fig. 6) were assumed to have the same value of accommodation coefficients. Filter 1 and filter 3 were simulated using $\alpha = 0.75$ and $\alpha = 0.5$. The results for filter 1 are shown in Figs. 16–20.

The reduction in the accommodation coefficients results in various changes in the flow. We observe that from Figs. 16 and 17, incomplete accommodation increases the slip velocities both at the channel walls and on the filter membrane. The ratio of the slip velocity for $\alpha = 0.75$ and $\alpha = 0.5$ to the slip velocity for fully accommodating surfaces ($\alpha = 1$) is 2.5 and 3.5, respec-
Fig. 17. Y-velocity on the input and exit walls (lines p4–p9 and p5–p10 of Fig. 6).

Fig. 18. Velocity along midline of the channel (line p1–p2 of Fig. 6).

Fig. 19. X-velocity across the channel (line p11–p12 of Fig. 6). \( v \) is the \( x \)-velocity and \( v_\alpha \) is the local mean velocity.

Fig. 20. Temperature along midline of the channel (line p1–p2 of Fig. 6).

tively. However, the velocity along the midline of the channel and the velocity across the channel do not increase by the same ratios, as shown in Figs. 18 and 19, respectively. The temperature profiles in Fig. 20 indicate the presence of a larger temperature drop for \( \alpha < 1 \), which can be attributed to the faster flow velocity, and weaker interaction with channel walls.

The flow rates obtained for filters 1 and 3 are listed in Table III. For filter 1, the flow rate for \( \alpha = 0.75 \) and \( \alpha = 0.5 \) is 11% and 20% larger, respectively, than the flow rate for \( \alpha = 1.0 \). For filter 3, the corresponding increase in flow rates is 65% and 120%, respectively. These results indicate that for a given value of \( \alpha \), the flow rate of filter 3 increases by a much larger percentage compared to the increase in flow rate of filter 1. The weak dependence of flow rate on accommodation coefficients for filter 1 can be explained by the small length-to-height ratio of its channel, which results in losses due to entrance flow. However, for filter 3, since the length-to-height ratio is larger, the flow rate is limited by the interaction of the gas with the walls, and an increase in slip velocity increases the flow rate. The large increase in the flow rate for low values of incomplete accommodation can be used to design more efficient filters.

### Table III

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>Flow Rate 1</th>
<th>Flow Rate 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha = 1.0 )</td>
<td>16.2</td>
<td>2.59</td>
</tr>
<tr>
<td>( \alpha = 0.75 )</td>
<td>18.0</td>
<td>4.35</td>
</tr>
<tr>
<td>( \alpha = 0.5 )</td>
<td>19.5</td>
<td>5.74</td>
</tr>
</tbody>
</table>

D. Filter Element Proximity

The lithography-based fabrication techniques for microfilters generally produce an array of filter elements. For this reason, the filter geometry described in Fig. 6 uses periodic boundary conditions along lines C, E, D, and F to model an array of filter elements.
The effect of periodicity on the flow rate and on the flow characteristics in general was investigated by varying the period of filter elements 1 and 3. This was achieved by changing \( h_p \) in Fig. 6. The resulting flow rates are shown in Fig. 21 as a function of the opening ratio \( (h_{sc}/h_p, \text{for this case}) \). The flow rate shows a linear dependence on the opening ratio. This signifies that the interaction between neighboring filter elements is not strong enough to alter the flow characteristics within the channel. The effect of a change in \( h_p \) was investigated further by simulating filter 1 for \( h_p = 3 \mu m \) and \( h_p = 7 \mu m \), corresponding to opening ratios of 0.33 and 0.14. For \( h_p = 7 \mu m \), \( l_m = 7 \mu m \) and \( l_{sc} = 11 \mu m \) were used. Fig. 22 shows that the length of the circulation region at the output decreases significantly with increasing opening ratio, i.e., as the filter elements get closer. However, the flow field in the channel does not change. The slip velocity on the channel surfaces, shown in Fig. 23, is almost independent of the change in the opening ratio. Similarly, the velocity in the channel does not change with the opening ratio, as shown in Fig. 24. As expected, in the input and output regions, the velocity is higher for higher opening ratio.

\[ \text{Fig. 21. Variation of flow rate with filter element period.} \]

\[ \text{Fig. 22. Average } x \text{-velocity on lines E and F of Fig. 6.} \]

\[ \text{Fig. 23. } x \text{-velocity on channel surfaces for two different periodic lengths.} \]

\[ \text{Fig. 24. } x \text{-velocity along midline of the channel for two different periodic lengths.} \]

The above results suggest that for the range of filter sizes and pressure differences considered in this paper, the proximity of the filters does not influence the flow rate. This implies that for design purposes, two filter elements can be positioned as close as possible, without a tradeoff in the flow rate. For modeling purposes, the flow rate can be estimated accurately by simulating a single element and scaling the flow rate for the opening ratio.

VI. CONCLUSION

Microfilters were investigated in a configuration and operation regime that is of relevance for practical applications. The simulations in this paper show that DSMC can be used effectively to predict gas flows in microfluidic devices, as long as information on surface accommodation coefficients is available. Our results on 2-D microfilter geometries indicate the presence of velocity slip and increased flow rate. Slip velocity increases strongly for lower values of accommodation coefficients and...
results in significant flow-rate increase for long channels. An effective channel length can be used with a 2-D long channel approximation formula to match the DSMC flow rate. Once an effective channel length is calculated for a filter for a given pressure difference, it is possible to estimate the flow rate for other pressure differences. The presence of several filter elements in a membrane does not alter the flow in a given channel. This observation enables the use of a single filter channel with periodic boundary conditions to estimate the behavior of a membrane with many filter channels. The heat transfer from the filter membrane to the gas is significant and needs to be investigated further with coupled simulations.
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