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1. INTRODUCTION

The successful exfoliation of graphene monolayer has brought a tremendous attention to the integration of two-dimensional (2D) materials into nanofluidic devices with many applications including water desalination, energy harvesting, photocatalysis, separation, and biological sensing. The 2D material surfaces directly interact with water; therefore, understanding the interfacial properties at the water–solid interfaces is key to engineer these nanofluidic devices. The interfacial properties are strongly dictated by the properties of the 2D material surfaces (e.g., being hydrophilic or hydrophobic). The hydrophilicity or the hydrophobicity of a surface can be quantified by measuring the wetting contact angle formed by a water droplet on the target solid surface. The wetting properties of graphene have been intensively studied using theoretical and experimental investigations. The wetting contact angle of graphene can be tuned by either electrically or chemically doping the graphene surface. Electrical doping works by imposing an electrical field parameters for the interaction of water with hydrogenated/fluorinated graphene surfaces. By performing molecular dynamics simulations based on the random-phase approximation method to develop force field parameters based on the force fields developed here, hydrogenated and fluorinated graphene surfaces are shown to be more hydrophobic compared to pristine graphene. Even though hydrogenated and fluorinated graphene surfaces having similar geometries, the fluorinated graphene has higher hydrophobicity due to its unique chemistry. The increase in the surface hydrophobicity leads to a decrease in the interfacial density and an increase in the slip length of water. Finally, we use first-principle simulations to show that a large decrease in the surface energy of the hydrogenated and the fluorinated graphene is the primary cause of their stronger hydrophobicity compared to pristine graphene.

The properties of water interfacing with functionalized two-dimensional (2D) materials play a crucial role in the design and development of high-performance nanofluidic devices. Developing nonbonding force field parameters that can be used in molecular dynamics simulations allows researchers to study and understand the interfacial properties at the molecular scale. Here, we use high-level ab initio simulations based on the random-phase approximation method to develop force field parameters for the interaction of water with hydrogenated/fluorinated graphene surfaces. Performed molecular dynamics simulations based on the force fields developed here, hydrogenated and fluorinated graphene surfaces are shown to be more hydrophobic compared to pristine graphene. The increase in the surface hydrophobicity leads to a decrease in the interfacial density and an increase in the slip length of water. Finally, we use first-principle simulations to show that a large decrease in the surface energy of the hydrogenated and the fluorinated graphene is the primary cause of their stronger hydrophobicity compared to pristine graphene.
wetting properties of HGR and FGR, however, are limited due to the lack of accurate force field (FF) parameters that can describe the interactions between the chemically modified graphene-based surfaces and water molecules. Accurate FF parameters are needed not only to address the wetting properties of HGR and FGR but also to predict other interfacial properties of water (e.g., the density profile and slip length). In addition, accurate FF parameters-based molecular dynamics (MD) simulations will help investigate possible usage of HGR and FGR surfaces in different nanofluidic applications. Therefore, it is important to establish high-accuracy FF parameters that allow accurate MD simulations of nanofluidic systems using HGR and FGR surfaces.

Developing MD FF parameters to describe both van der Waals (vdW) and Coulomb interactions requires the employment of accurate first-principle approaches. In fact, the accuracy of the FF parameters directly follows the fidelity of the first-principle method used to develop these parameters. The random-phase approximation (RPA) method is one of the accurate ab initio methods. RPA provides an explicit approach to account for the electron–electron interactions via computing the correlation energy of many-electron systems. The explicit description of the correlation energy provides a better description of the vdW interactions. Therefore, the RPA method is considered at the top of Jacob’s ladder of density functional approximations. Prior work has shown that when the FF parameters have been developed using RPA calculations, they are able to describe the experimentally measured properties.

In this work, we begin by developing the FF parameters using the RPA method to describe the interactions between HGR/FGR surfaces and water molecules. Then, we use the FF parameters in MD simulations to predict the interfacial properties of water on HGR and FGR surfaces. The computed properties include the contact angle, density profile, and slip length. In the final section, we study the surface energy and the electronic structure of GR, HGR, and FGR surfaces through first-principle simulations to better understand the wetting behavior. The aim of this work is to understand the wetting and interfacial properties of water at HGR and FGR interfaces and to provide the scientific community with accurate FF parameters that describe the interactions of water molecules with the 2D HGR and FGR surfaces.

2. METHODOLOGY FOR DEVELOPMENT OF FF PARAMETERS

To develop the FF parameters between water molecules and the HGR/FGR surface, we use the RPA method with the adiabatic-connection fluctuation-dissipation theorem (ACFDT) to describe the electron correlation energy. In this approach, the ground state energy of a system, \( E \), is given as the sum of the correlation energy, \( \Delta E \), and the exchange energy, \( E_{\text{ex}} \).

\[
E_c = \frac{1}{2\pi} \int_0^\infty \text{Tr}[\ln(1 - \chi^0(i\omega) + \chi^0(i\omega)V)]d\omega 
\]

(1)

where Tr is the trace, \( \chi^0 \) is the response function of the Kohn–Sham noninteracting system (independent particles), \( \omega \) is the frequency, and \( V \) is the interacting potential operator (i.e., Coulomb kernel). \( E_{\text{ex}} \) is the Hartree–Fock energy, which also includes the kinetic, the Hartree, and the ion–electron interaction energies of the density functional theory (DFT) orbitals.

The generalized gradient approximation Perdew–Burke–Ernzerhof (GGA-PBE) functional is used to evaluate all of the initial calculations based on the Kohn–Sham noninteracting orbitals.

The RPA calculations are carried out using Vienna Ab initio Simulation Package (VASP). Projector-augmented wave potentials were used in all of the simulations. More details on the simulation parameters and inputs are provided in the Appendix section. The potential energy surface between the HGR/FGR and water was evaluated using the RPA method by varying the separation distance and the orientation of the water molecule with respect to the HGR/FGR surface. The graphene-based surfaces and water were kept fixed. The optimized geometries of the HGR and FGR are obtained by minimizing the energy between the atoms using the DFT-D3 method. The coordinates of the optimized structures are provided in the Supporting Information Notes 1 and 2. The total interaction energy between the chemically modified graphene surface (HGR or FGR) and the water molecule, \( \Delta E \), is written as

\[
\Delta E = E_{\text{graphene-water}} - E_{\text{graphene}} - E_{\text{water}} 
\]

(2)

where \( E_{\text{graphene-water}} \), \( E_{\text{graphene}} \), and \( E_{\text{water}} \) are the energies of the HGR/FGR-water system, HGR/FGR surface, and the water molecule, respectively. Each energy term is calculated separately using the RPA method.

Prior to computing the potential energy surface between the graphene surface and water, we performed convergence studies to minimize the error (arising from the computational setup) in the RPA method. These studies include investigating the incomplete basis set, lattice constant in the aperiodic direction, supercell size and nonzero water coverage, and the finite k-points. First, we increased the plane-wave energy cutoff from 400 to 600 eV to ensure the convergence of the basis set. Increasing the cutoff energy results in a change in \( \Delta E \) of about 1 meV. Next, we tested the error associated with the nonphysical interactions in the aperiodic direction via increasing the vacuum size from 15 to 20 Å. When we increased the vacuum size, we found that \( \Delta E \) shows a difference within 1 meV. The convergence of the exchange and correlation energies are determined by varying the combination of both the supercell size and the number of k-points to control the errors due to the supercell size, water coverage, and the finite k-points (see the Supporting Information, Figure S1).

We selected a supercell size of 8 × 8 and k-points of 2 × 2 to compute the \( E_{\text{ex}} \) for which the estimated error is less than 1 meV. For the computation of \( E_{\text{ex}} \), we selected a supercell size of 2 × 2 and k-points of 8 × 8, which provides an error of about 1 meV. Based on these error analyses, we estimate the maximum possible total error in computing \( \Delta E \) to be 4 meV using the RPA method.

With the error being controlled, we computed the interactions between the graphene-based surface and the water molecule. The computed \( \Delta E \) using the RPA method is used to evaluate the vdW interactions between the graphene-based surface and water as follows

\[
\Delta E_{\text{vdW}} = \Delta E - \Delta E_{\text{elec}} 
\]

(3)

where \( \Delta E_{\text{vdW}} \) and \( \Delta E_{\text{elec}} \) are the vdW and electrostatic interaction energies. The \( \Delta E_{\text{elec}} \) is modeled using the Coulomb’s law.
Table 1. Summary of the Optimized LJ Potential Parameters Between Water and the Functionalized Graphene

<table>
<thead>
<tr>
<th>graphene surface</th>
<th>σ_{C-O} (Å)</th>
<th>ε_{C-O} (kcal/mol)</th>
<th>q_C (e)</th>
<th>σ_{C-O} (Å)</th>
<th>ε_{C-O} (kcal/mol)</th>
<th>q_O (e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>hydrogenated (i = H)</td>
<td>3.436</td>
<td>0.0850</td>
<td>0.00</td>
<td>3.773</td>
<td>0.0607</td>
<td>0.00</td>
</tr>
<tr>
<td>fluorinated (i = F)</td>
<td>3.436</td>
<td>0.0850</td>
<td>0.56</td>
<td>4.231</td>
<td>0.0535</td>
<td>−0.56</td>
</tr>
</tbody>
</table>

Figure 1. vdW interaction energy between one water molecule and (a) hydrogenated graphene, and (b) fluorinated graphene surfaces as a function of the separation distance, h_{ij}, which is the shortest normal distance between the oxygen atom and the nearest hydrogen/flourine layer, for four different water configurations. (c) Schematic of the top and side views of the four corresponding configurations (oxygen, hydrogen, carbon, and hydrogen/flourine atoms are shown in red, white, cyan, and pink, respectively).

\[
\Delta E_{vDW} = \sum_{i \in \text{graphene}} \sum_{j \in \text{water}} \frac{q_i q_j}{r_{ij}}
\]

where \(q_i\) and \(q_j\) are the partial charges of atoms \(i\) and \(j\), respectively, and \(r_{ij}\) is the distance between atoms \(i\) and \(j\). The partial charges of the HGR and FGR are determined using the Bader charge analysis based on the computed RPA charge densities.\(^{35}\) The partial charges of water are obtained from the SPC/E model of water.\(^{46}\) Also, the interaction parameters are set to the previously obtained interaction parameters.\(^{13}\)

Using Boltzmann averaging for the vdW interactions of the four different water configurations, we fit the LJ parameters using the least-squares fitting method. The fitted parameters are summarized in Table 1. By computing both \(\Delta E\) and \(\Delta E_{vDW}\) we determine \(\Delta E_{vDW}\) using eq 3, between HGR/FGR and water molecule for four different configurations. In all configurations, the water molecule is placed in the center of the graphene lattice (e.g., honeycomb). Prior work\(^{35}\) has shown that changing the configuration of the water molecule away from the center of the lattice (e.g., honeycomb) will not significantly change the fitted LJ parameters. The computed \(\Delta E_{vDW}\) versus the separation distance between the graphene-based surface and the water molecule is shown in Figure 1. The computed \(\Delta E_{vDW}\) profiles for the HGR-water interactions for the four different configurations are closely aligned as the HGR atoms have zero partial charges. However, for the FGR-water interactions, we see that the \(\Delta E_{vDW}\) profiles are not completely aligned as the FGR atoms have partial charges, which lead to different electrostatic interactions depending on the water orientation.

To obtain the FF parameters, \(\Delta E_{vDW}\) is characterized by the 12–6 Lennard-Jones (LJ) potential parameters as follows

\[
\Delta E_{vDW} = \sum_{i \in \text{graphene}} \sum_{j \in \text{water}} 4\varepsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{6} \right]
\]

where \(\varepsilon_{ij}\) is the depth of the potential well of the vdW interactions between \(i\) and \(j\) atoms, and \(2^{1/6} \sigma_{ij}\) is the position of the potential well. The values of \(\varepsilon_{ij}\) and \(\sigma_{ij}\) can be determined by fitting the RPA data of \(\Delta E_{vDW}\). We neglect vdW interactions between the H atoms of the water molecule and the HGR/FGR surface since the O atom interaction is dominant compared to the H atoms.\(^{33}\) Excluding the H atoms vdW interactions should not affect the accuracy of the obtained FF parameters as the parametrization matches the computed \(\Delta E_{vDW}\) potential. Therefore, the simplified form of the 12–6 LJ interactions can be rewritten as

\[
\Delta E_{vDW} = \sum_{i \in \text{graphene}} \sum_{j \in \text{water}} 4\varepsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{6} \right]
\]

where only four parameters need to be fit for each surface such that the \(i\) atom is either C or H for the HGR surface and is either C or F for the FGR surface.

Using Boltzmann averaging for the vdW interactions of the four different water configurations, we fit the LJ parameters using the least-squares fitting method. The fitted parameters are summarized for both HGR and FGR surfaces in Table 1. It should be noted that these parameters are developed based on the SPC/E model of water.\(^{46}\) Also, the interaction parameters between the C and O atoms, for both HGR and FGR surfaces, are set to the previously obtained interaction parameters.\(^{13}\) This simplification is taken to reduce the fitting uncertainty. In fact, we found that changing the LJ parameters between the C and O atoms leads to a small variation in the LJ parameters between the H/F and O atoms because the later interactions are dominant compared to the C–O interactions (H/F atoms partially screen the carbon atoms). We computed the wetting contact angles of water on the HGR and FGR surfaces using molecular dynamics simulations using the LJ parameters developed in this work. The computation of the wetting contact angle is discussed next.
on a monolayer could produce an appreciably larger contact clean GR. They also reported that computing the contact angle accurately recover the experimental wetting properties for developed FF parameters using the RPA method can be done using the LAMMPS53 package (see the Appendix section).

The MD simulations are performed exposing pristine graphene to H2 plasma to produce hydrophobic graphene where the angles in the nanodroplet region (blue symbols) are computed using the optimized LJ parameters and the macrodroplet angle (red curve and the symbol) is extrapolated using the Young’s equation. 

3. RESULTS AND DISCUSSION

3.1. Modeling the Wetting Contact Angles. Water contact angles on the HGR and FGR surfaces have been reported in several experimental measurements. Son et al.20 reported the water contact angle on FGR, GR, and HGR surfaces to be $95 \pm 5^\circ$, $82 \pm 4^\circ$, and $42 \pm 2^\circ$, respectively. The reported measurements show that FGR is more hydrophobic compared to GR, where the contact angle on HGR is measured to be $100^\circ$. Both Prydatko et al.10 and Russo and Passmore47 showed that exposing pristine graphene to H2 plasma to produce hydrogenated graphene decreases the contact angle of water as the plasma tends to clean the surface contamination. Further, Prydatko et al.10 showed that the change in the contact angle is negligible upon exposing a free-standing graphene to H2 plasma. Lim and Ju28 measured contact angles of $66.7$ and $104.9^\circ$ on GR and FGR, respectively. Vanzo et al.48 performed MD simulations using OPLS-AA FF parameters to compute the water contact angle on a monolayer of GR and HGR. The simulation results showed that HGR is more hydrophobic compared to GR, where the contact angles on each surface are $75$ and $73^\circ$, respectively. Measurements of the wetting contact angle are very sensitive to the measuring environments and conditions such as the presence of air contamination.10,49−51

The water contact angle on clean GR is experimentally found to be $37−44^\circ$.10,49,52 Wu and Aluru13 developed FF parameters using the RPA method to describe the interactions between water and GR. They theoretically predicted the water contact angle on GR to be $36.4 \pm 3.5^\circ$. Their simulations show that the developed FF parameters using the RPA method can accurately recover the experimental wetting properties for clean GR. They also reported that computing the contact angle on a monolayer could produce an appreciably larger contact angle compared to that in double-layer graphene and beyond.

In this section, we use the LJ parameters developed using the RPA method to compute the water contact angle on two layers of HGR and FGR surfaces. The MD simulations are done using the LAMMPS53 package (see the Appendix section for further details). We place a water box on top of the graphene-based layers with different number of water molecules, $n_w$, to compute radius, $r_B$, and the contact angle, θ, of the nanodroplet formed on the surface. The computed $r_B$ and θ values are then used to extrapolate to the macroscopic droplet contact angle, θ∞, using the Young’s equation, which is given by

$$\cos \theta = \cos \theta_\infty - \frac{r}{\gamma_{LV}}$$

where $r$ is the line tension and $\gamma_{LV}$ is the water liquid−vapor surface tension. The linear relation between $\cos \theta$ and $r_B^{-1}$ in eq 7 is used to extrapolate the value of $\cos \theta_\infty$ when $r_B^{-1}$ goes to zero for macroscopic droplets. This procedure of computing $\theta_\infty$ is employed previously in several theoretical works.1,3,4,5,6,48 Experimentally, it is not possible to control the water droplet size by tuning $n_w$; therefore, the computed $\theta_\infty$ allows for a direct comparison between the MD simulations and the experimental measurements. The computed $\cos \theta$ values using MD versus $r_B^{-1}$ of different $n_w$ are shown in Figure 2 for both HGR and FGR surfaces. The extrapolated values of $\theta_\infty$ are summarized in Table 2 for each graphene-based surface.

![Figure 2](https://dx.doi.org/10.1021/acs.jpcc.0c05951)

**Figure 2.** (a, b) Water contact angles on two layers of clean functionalized graphene surface for (a) hydrogenated graphene, and (b) fluorinated graphene where the angles in the nanodroplet region (blue symbols) are computed using the optimized LJ parameters and the macrodroplet angle (red curve and the symbol) is extrapolated using the Young’s equation. (c) Comparison between the measured20,27,28 and computed13,48 contact angles from previous work and in this work for different graphene surfaces.

<table>
<thead>
<tr>
<th>Graphene Surface</th>
<th>$\theta_\infty$ (deg)</th>
<th>$\rho_{\text{water}}$ (g/cm$^3$) at the Interface</th>
<th>$\lambda$ (N m$^{-1}$)</th>
<th>$\lambda_0$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>pristine</td>
<td>36.4</td>
<td>3.34</td>
<td>2.837 × 10$^4$</td>
<td>25.7</td>
</tr>
<tr>
<td>hydrogenated</td>
<td>54.7</td>
<td>1.94</td>
<td>1.482 × 10$^4$</td>
<td>49.2</td>
</tr>
<tr>
<td>fluorinated</td>
<td>73.8</td>
<td>1.52</td>
<td>5.269 × 10$^3$</td>
<td>138.3</td>
</tr>
</tbody>
</table>

The evaluated $\theta_\infty$ of GR, HGR, FGR are $36.4^\circ$, $54.7^\circ$, and $73.8^\circ$, which shows that both HGR and FGR are more hydrophobic compared to GR. This observation, which qualitatively agrees with the previous experimental and computational works,20,27,28,48 can be supported by understanding the surface energy and electrostatic interactions between the graphene-based surface and water as discussed later in the manuscript. Figure 2 shows a quantitative comparison between the experimentally measured20,27,28 and the computed48 contact angles, including results from previous work, for both HGR and FGR surfaces. The computed contact angles between water and GR or HGR using the LJ parameters developed in this work by the RPA approach agree well with the experimentally measured contact angle between water and the corresponding free-standing graphene surfaces.10 However,
we see a discrepancy between our computed contact angle and the experimentally measured contact angle for water and FGR surface. The discrepancy is due to dissimilar conditions between the simulations and the experiment for the water–FGR interactions. In simulations, we considered a free-standing FGR surface in vacuum and at present, to our knowledge, there is no experimental data for this case. Therefore, the main reason behind the discrepancy is the presence of a substrate and possible contamination in the experiment, which can strongly change the measured contact angle. Further, the structure variation of the FGR surface (e.g., the FGR surface considered in simulations has fluorine atoms on both sides, whereas in the experiment, the contact angle is measured for the chair FGR, where the fluorine atoms are placed on one side of the surface) can be another possible reason behind this discrepancy.

We also computed the contact angles of water on HGR and FGR surfaces using CHARMM FF (for details see the Supporting Information, Note 5). The comparison shows that our contact angle of water on HGR surface is within the experimental range (better prediction compared to the OPLS-AA and CHARMM FF models), and the contact angle on FGR surface is within an acceptable error from the experimental range that is associated with the different measurement conditions such as the presence of contamination and the substrate effects as previously discussed (see the Supporting Information, Table S1 for a detailed comparison). We should highlight that CHARMM FF parameters underestimate the contact angle of water on FGR compared to LJ parameters developed in this work, which result in a much closer contact angle to that of the experimental measurements. The degree of hydrophobicity in different functionalized surfaces changes the interfacial properties such as the density and the friction factor. In the next section, we use MD simulations to predict the interfacial density and friction factor of water for graphene-based surfaces considered in this work.

3.2. Interfacial Density and Friction Factor. The wetting characteristics of the interface dictate the water structure affecting the static and dynamic properties of the water at the interface. In this section, we perform equilibrium MD simulations using the FF parameters developed in this work to understand the water structure at the interface of GR/HGR/FGR surfaces. We place a water box of ~7130 water molecules on top of the graphene-based monolayer. The simulation details are discussed in the Appendix section. The computed average density profiles of water, \( \rho_{\text{water}} \), on GR, HGR, and FGR are shown in Figure 3. While the profiles of \( \rho_{\text{water}} \) are qualitatively similar for the three different systems, \( \rho_{\text{water}} \) near the interface exhibits a considerable variation. The peak values of \( \rho_{\text{water}} \) at the interface of GR, HGR, and FGR are summarized in Table 2. FGR surface shows high repulsion to water with an interfacial density of 1.54 g/cm\(^3\) compared to the interfacial densities of 1.94 and 3.34 g/cm\(^3\) for HGR and GR, respectively. The trend in the interfacial peak density values follows the trend of the computed wetting contact angles showing the highest water repulsion at the FGR interface and lowest at the GR interface with the HGR interface having an intermediate value between FGR and GR.

We examined the slip length, \( l_{\text{slip}} \), which is a microscopic dynamic property that can be experimentally measured to quantify the flow dynamics. The \( l_{\text{slip}} \) can be calculated using the relation \( l_{\text{slip}} = \eta/\lambda \), where \( \eta \) is the dynamic viscosity of water and \( \lambda \) is the friction factor coefficient. To compute \( \lambda \) of water at the GR, HGR, and FGR interfaces, we employ the linear response theory using the data obtained from the same equilibrium MD simulations, which are carried out to compute \( \rho_{\text{water}} \) (see the Appendix section for further details). In the linear response theory, \( \lambda \) is obtained from the equilibrium fluctuations of \( F_{\text{p}} \) (the wall-fluid friction force parallel to the 2D surface) using the Green–Kubo relation as:

\[
\lambda = \lim_{t \to \infty} \frac{1}{2Ak_B T} \int_{0}^{t} \left\langle F_{\text{p}}(t') - F_{\text{p}}(0) \right\rangle dt'
\]

where \( t \) is the time, \( A \) is the interfacial area, \( k_B \) is the Boltzmann constant, and \( T \) is the temperature. The factor 2 in the denominator accounts for the averaging of two spatial dimensions parallel to the sheets. In Figure 3, the time integral in eq 8 as a function of time is shown for the GR, HGR, and FGR interfaces, where \( \lambda \) values are obtained from a constant line fitting to the plateaus (in Figure 3) between time \( t = 0 \) and 16 ps. The values of \( \lambda \) and \( l_{\text{slip}} \) (evaluated using the SPC/E water viscosity \( \eta = 0.729 \times 10^{5} \text{ Pa·s} \)) are shown in Table 2. Our computed \( \lambda \) at the GR interface is 2.837 \times 10^{5} \text{ N/s/m}^2, which closely matches the value (\( \approx 3 \times 10^{4} \text{ N/s/m}^2 \)) reported by Tocci et al. using MD simulations. The GR interface has the lowest \( l_{\text{slip}} \) (highest \( \lambda \)) compared to the HGR and FGR.
interfaces suggesting that water molecules strongly adhere to the GR surface. On the other hand, FGR has the highest $\lambda_{\text{slip}}$ (lowest $\lambda$) due to the low attraction between the FGR surface and the water molecules. The values of $\lambda_{\text{slip}}$ and $\lambda$ for HGR are intermediate between the values of the GR and FGR surfaces. Examining the trend in the $\lambda_{\text{slip}}$ between the different graphene-based surfaces supports the trend observed in the computed wetting contact angles, where FGR and HGR are shown to be more hydrophobic surfaces compared to GR. In the next section, we investigate the surface physics behind the increasing hydrophobicity of FGR and HGR using ab initio simulations.

### 3.3. Surface Energy

One of the key fundamental concepts to understand the wetting of a surface is the surface energy.\(^{62-64}\) It is defined as the energy required to cleave a bulk sample into a new surface. This energy is considered as an excess energy since cleaving a surface out of bulk atoms leaves the atoms in the outmost layers with net forces and charges.\(^{65}\) The higher the surface energy, the higher the reactivity of the surface as the surface interacts with the surrounding to minimize its energy. A surface minimizes its surface energy via either forming chemical bonds or adsorbing foreign molecules. Therefore, a surface with a high surface energy attracts more water molecules resulting in strong wetting (low contact angles). To understand the increase in the hydrophilicity of GR upon chemically modifying its surface with H/F atoms, we compute the surface energy of GR, HGR, and FGR surfaces using first-principle simulations.

For a 2D slab, the surface energy can be computed by taking the difference between the total energy of the formed slab and the equivalent energy of atoms in a bulk reference.\(^{65}\) Mathematically, the surface energy, $E_s$, can be written as

$$E_s = \frac{1}{2A_s}(E_n - N \times E_{\text{bulk}})$$

where $A_s$ is the surface area of the 2D slab, $E_n$ is the total energy of $n$ layers of the 2D material, $N$ is the number of atoms which form the $n$ layers, and $E_{\text{bulk}}$ is the bulk reference energy of the atoms. The factor 1/2 accounts for the two surface sides in the slab unit cell. We use VASP to compute $E_n$ of our graphene-based surfaces using the DFT-D3 method.\(^{43}\) The computational details and the convergence of eq 9 are discussed in the Appendix section. Figure 4 shows the surface energies, $E_s$, of GR, HGR, and FGR surfaces. $E_s$ decreases in the order of GR, HGR, and FGR. The chemical modification in both HGR and FGR form polar covalent bonds between C–H and C–F, respectively, resulting in a lower surface energy compared to the unmodified GR surface. Further, the electronegativity of the C–H bond is larger than the electronegativity of the C–F bond. Therefore, the FGR surface has lower $E_s$ compared to the HGR surface since FGR is more balanced with stronger bonds. It should be noted that the decrease in the surface energy from the GR to HGR is about 19.8%, and from GR to FGR is about 26.6%. Ko et al.\(^{24}\) reported a similar decrease in the adhesion energy from GR to HGR, and from GR to FGR which are 15 and 30%, respectively.

The computed surface energies, $E_s$, show that GR is the most attractive surface to adsorb molecules since it has the highest $E_s$. On the other hand, the FGR surface is the least attractive surface to adsorb molecules since it has the lowest $E_s$. Therefore, we expect GR to have the lowest wetting contact angle, highest density, and lowest slip length compared to the HGR and FGR surfaces. This observation is in agreement with our MD simulations of the wetting contact angles, interfacial density, and slip length. Additionally, the electrostatic potential due to the electrons and nuclei (see the Appendix section for further details) of the different graphene-based surfaces is shown in Figure 4. The electrostatic potential reveals that GR has the lowest potential, which means it is the most attractive surface. Although both HGR and FGR have almost the same magnitude of the attraction potential by the carbon atoms, FGR is more repellive compared to HGR. The increased repulsion in FGR is due to the screened C atoms by F atoms, which is evident from the electrostatic potentials of FGR in Figure 4. These surface energy and electrostatic potential calculations using DFT-D3 provide additional support toward understanding the interfacial properties via the MD simulations, which are performed using the FF parameters computed using the RPA method.

### 4. CONCLUSIONS

In summary, we used the high-level RPA method to compute the interactions between HGR/FGR surfaces and water. The computed interaction energy is fitted to the LJ potential to develop the FF parameters. We carried out MD simulations using the FF parameters to compute the wetting contact angles of water on the HGR and FGR surfaces. Our MD simulations show that HGR and FGR surfaces are more hydrophobic compared to the GR surface. The increase in the hydrophobicity leads to a decrease in the interfacial density and increase in the slip length of water. The MD simulations showed that FGR has the lowest interfacial density and highest slip length compared to HGR and GR surfaces. To explain the increase in the hydrophobicity of the chemically modified graphene surfaces, HGR and FGR, we computed the surface energies of each surface. The DFT-D3 results show that FGR has the lowest surface energy, GR has the highest energy, and...
HGR has a surface energy between the FGR and GR surface energies. As the surface energy increases, the hydrophobicity decreases since the surface becomes more attractive to adsorb water and minimize its surface energy. The FF parameters developed in this work and the understanding of the wetting characteristics of HGR and FGR surfaces will assist future investigation of possible usage of these surfaces in different nanofluidic devices. Further, these FF parameters will provide new opportunities to accurately determine interfacial properties of water at the interfaces of HGR and FGR such as the work of adhesion, transport properties of water in nanofluidic spaces (e.g., diffusion and permeation rates), and dielectric permittivity of water. It will also assist researchers in modeling aqueous solutions in biological systems, electroosmotic devices, and energy harvesting applications.

## APPENDIX

### Evaluation of the Interaction Energies Using the RPA Method

The RPA method is used to compute the total interaction energy between the HGR/FGR surface and water. We first obtained the relaxed structures of HGR and FGR using DFT-D3.36 The structure relaxation is carried out with a plane-wave energy cutoff of 400 eV. Projector-augmented wave pseudopotentials are used at the GGA-PBE level. The structures were relaxed until the maximum force between the atoms reached less than 0.01 eV/Å and the energy converged to a threshold of $10^{-6}$ eV using an 8 × 8 × 3-k-mesh. The vacuum level is kept to ∼15 Å to ensure suppression of unphysical interactions in the aperiodic direction. The relaxed structures are provided in the Supporting Information Notes 1 and 2.

Once the optimized structures of HGR and FGR surfaces are obtained, we computed the total interaction energy between the water and the surface by changing the separation distance between the water and the surface and using four different orientations of a water molecule with respect to the 2D material surface. In the RPA simulations, we used a plane-wave energy cutoff of 400 eV with projector-augmented wave pseudopotentials at the GGA-PBE level. The energy threshold was kept to $10^{-6}$ eV with a vacuum level of ∼15 Å. An energy of 272 eV was used to expand the response function in the plane waves. The number of bands was set to the maximum number of plane waves to ensure large number of empty bands. The size of the supercell and the number of k-mesh points were selected for the exchange and correlation energy calculations based on the performed convergence study as indicated in the main text and shown in the Supporting Information, Figure S1.

### Wetting Contact Angle Simulations

The contact angles were computed using the LAMMPS package.53 We considered two layers of HGR and FGR in each system. Each layer has a dimension of ∼20 × 20 nm² (with a vacuum of 2 nm in the aperiodic direction), which is large enough to suppress the interactions between the water droplets in the periodic images. The number of water molecules was varied as mentioned in the main text to capture the dependence of the contact angle on the droplet size. The water-surface systems were allowed to equilibrate for 4 ns using NVT ensemble. The Nosé-Hoover thermostat with a time constant of 0.1 ps was used with a timestep of 1 fs and a temperature of 300 K. The initial simulation box was generated using PACKMOL.54 We used the extended simple point charge (SPC/E) water model and constrained the water molecules using the SHAKE algorithm to maintain the rigidity of each molecule. The cutoff distance for LJ interactions was set to 1.4 nm and the long-range interactions were computed using the particle–particle–particle–mesh (PPPM) method.69 Following the equilibration, we run the systems for another 6 ns to ensure sufficient statistics to compute the contact angles. All visualizations were done using the VMD software.70

### Interfacial Density and Friction Factor Simulations

To compute the interfacial density and the friction factor, we created a box of GR, HGR, or FGR monolayer with ∼7130 water molecules on the top. Each layer has a graphene-based layer of ∼5 × 5 nm² with a vacuum space of 2 nm in the aperiodic direction. The water molecules were placed on the top of graphene using PACKMOL. A timestep of 2 fs was used in these simulations, and the systems were equilibrated for 2 ns using the NVT ensemble, followed by 18 ns production run to collect statistics. All other parameters that are used to describe the simulations are the same ones used in computing the contact angles. The density profile was averaged every 2 ps in the direction perpendicular to the graphene surface. The force autocorrelation function was integrated for a period of 100 ps.

### Surface Energy and Electrostatic Potential Simulations

The surface energies of GR, HGR, and FGR were computed using VASP. We used the optimized structures that are generated for the RPA calculations. A plane-wave energy cutoff of 450 eV and projector-augmented wave pseudopotentials at the GGA-PBE level were used with an energy threshold of $10^{-6}$ eV and a vacuum level of ∼15 Å. A 12 × 12 × 3-k-mesh was used to compute the surface energy. We varied the number of layers from 1 to 13 to ensure that the surface energies are converged to an error less than 300 meV. The bulk reference energy term in eq 9 is calculated by obtaining the slope of $E_s$ versus $N$ to avoid systematic numerical errors.55

The average electrostatic potential, $V(r)$, is computed for a monolayer of GR, HGR, or FGR using the following equation \(^{(71)}\)

$$V(r) = \int \frac{n(r')}{|r - r'|} + V_{loc}(r)$$  \((10)\)

where the first term on the right-hand side is the Hartree potential, which accounts for the Coulomb interactions between an electron with the electron density, $n(r)$, and the second term, $V_{loc}(r)$, is the local potential that includes the interactions between the nuclei and the core electron.
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